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Massive clinical event time-series data collected in Electronic Health Records (EHR) offer

great potential for improving patient care as they contain in-depth information about patient

conditions, relevant diagnoses, and treatment strategies. With event prediction models, we

can identify temporal associations among various types of clinical events in EHR, such as

symptoms and patient management actions on one side and symptoms and outcomes with

or without patient management actions on the other side. Further, we could predict the

future occurrence of adverse events and help healthcare practitioners to intervene ahead of

time or prepare resources to get ready for their occurrence.

However, building clinical event prediction models has unique challenges posed by in-

herent characteristics of EHR data: (1) Different temporal characteristics. Each event

in the multivariate time-series has different temporal behaviors (e.g., repetitively occurring

with certain time gaps) and different temporal ranges of dependencies for precursor events.

To accurately predict future events from the multiple event time series with different tem-

poral characteristics, we need more flexible and expressive models. (2) Patient-specific

variability. Based on underlying clinical conditions, each patient’s sequence may consist of

different sets of clinical events (observations, lab results, medications, procedures). Hence,

simple population-based models learned from event sequences for many different patients may

not accurately predict patient-specific dynamics of event sequences and their differences.

In this thesis, we propose novel autoregressive event prediction models that can address

the aforementioned issues. First, we propose new models that handle different temporal

dependencies using multiple temporal mechanisms covering various time scales and tempo-

ral behaviors such as recurrence of events and multi-time-scale dependencies. Second, we

develop new personalized event prediction models that let us better adjust the prediction

for individual patients and their specific conditions. They pursue refinement of population-

wide models to subpopulations, patient-specific model adaptation, and a meta-level model

iv



switching that can adaptively select the model with the best chance to support the immedi-

ate prediction. We evaluate our proposed models on the real-world clinical data derived from

EHR of critical care patients. We show that our new models lead to improved prediction

performance compared to multiple baselines.

Keywords: Clinical Event Prediction, Sequence Modeling, Event Time-Series Modeling.
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1.0 Introduction

1.1 Motivation

Time series are everywhere around us. They are formed by recordings of observations of

either a natural or a man-made system in time, reflecting its temporal behavior and changes.

In general, time series may capture the behavior of various physical systems (movement of

celestial objects, solar activity, seismic activity, weather), human body (heart rate, blood

pressure, and oxygen saturation), human activity (web page viewing logs), or even society

(traffic behaviors, crime rates, or election results).

1.1.1 Types of Time Series

Time series can be formed by observations that are made at regular time intervals (or

equivalently with a fixed frequency). Examples of such time series are hourly observations of

temperature at the weather station in Figure 1a or recording of electrocardiography (ECG)

signal in medicine Figure 1b. The measurements in both of these time series are real-valued

values. This type of time series is known as regular time series, which is typically generated

from a device with automated observations at predefined frequency.

However, not all time series are generated at regular time intervals. An example of such

a time series are recordings of seismic activities in Figure 2a. An entry is a discrete event

recording of the occurrence of an earthquake in time and its magnitude. Another example

of such a time series are measurements of Prothrombin Time (PT) lab test over 50 days of a

septic patient in Figure 2b. Each PT observation is made only when the measurement event

occurs, such as when a physician orders a lab test to assess the underlying physiological

conditions of the patient. This type of time series is referred to as event time series, and it

records occurrences of discrete events with or without a value. Unlike the regular time series

the time gaps between the two consecutive data points in event time series can be irregular.

All previous time series examples were univariate time series, that is, they consisted of

1



Temperature time series (actual and ”feels like”) of a day in Pittsburgh, PA.

Heart rate time series from a bedside monitoring device (30 minutes). Source: [59]

Figure 1: Examples of regular time series which are generated from devices with automated

observations at predefined frequency.

a sequence of measurements of one variable (one data type). However, many time series in

real world consist of multiple measurements. Such time series are referred to as multivariate

time series. An example of such a time series are multiple measurements/signals recording

the different aspects of patient’s condition in time in Figure 3. Each entry indicates an

occurrence of a specific type of clinical events such as administration of medication, lab

test order, or medical procedure. As shown in Figure 3, when multiple individual event

time series are combined, it may look like a univariate event time series where each entry

represents an occurrence of a different type of event.

1.1.2 Tasks Defined upon Time Series

Recent advances in data acquisition and processing technologies enabled collections of

massive time series datasets in various domains. In manufacturing, for example, it is common

for factories to have multiple sensors monitoring the manufacturing process and they generate

hundreds of thousands of sensor readings per day. In finance, time series data is generated
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Event time series of earthquakes with magnitudes in Bardarbunga Volcano in Iceland. Source: [25]

Prothrombin time (PT) test time series of 50 days from a septic patient. Source: [33]

Figure 2: Examples of event time series which record occurrences of discrete events. Time

gaps between two consecutive data points can be irregular.

10:00 11:00 12:00 13:00 14:00 15:00

[med] Ceftriaxone

[lab] Hemoglobin

[proc] Intubation

[lab] Oxygen Saturation

(Combined)

Figure 3: Example of multivariate event time series from Electronic Health Records (EHR)
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from financial transactions and changes of stock market prices from all over the world. In

healthcare, patient electronic health records, wearable devices, and continuous monitoring

devices generate massive clinical time series data. In transportation, GPS tracking systems

can generate time series data describing the location of vehicles and/or people in real-time.

Such massive collections of time series data provide new opportunities to use the data to solve

multiple important tasks in respective domains. These may cover monitoring of the dynamic

system, detection of special behaviors, e.g. malfunctions of the system, or prediction of the

future state of system. In the following, we outline four basic tasks or problems one can

define in context of time series:

• Time series classification aims to assign a label (a category) to a time series that helps

us to distinguish it from other similar time series. The label may indicate a different

pattern or a condition associated with the time series, such as a season, a weather

pattern (storm, rain, cloudy) for weather-related observations [201], or an interpretation

of a heart condition for an EKG time series signal [121].

• Time series clustering aims to group individual time series based on their similarities

among a set of multiple time series. Trends of observed values in time series, event

occurrence patterns, or the types of observed events can be used to measure the similarity.

For example, with biomarkers time series data from Parkinson’s Disease patients, we can

identify groups of patients who have similar disease progression patterns [226]. These

patient time series clusters can be advantageous to design treatment plans bespoke to

similar groups of such a disease with heterogeneous subtypes.

• Time series forecasting aims to predict the future values of a time series based on

past observed values and their historical trends. Modeling both the overall trajectories

of a time series and the future value’s dependencies on recent changes in the time se-

ries is vital to making an accurate forecasting. This has been an important research

topic for extensive application problems in many domains, such as stock price predic-

tion in financial industry [4, 106], temperature prediction in meteorology [42], future lab

measurement prediction in preventive health care [129].

• Event prediction aims to predict the occurrence of next event and other information

associated with the event, such as the event type and/or timing of the next event. Al-
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though this problem is closely related to time series forecasting, the difference is that

event prediction focuses on predicting discrete event occurrences and modeling dependen-

cies between event occurrences. Examples of event prediction problems are user activity

event modeling in online recommendation systems [44, 172], crime event prediction in

law enforcement operations, or predicting adverse clinical events like a septic shock for

early warning systems in hospitals [58, 157].

1.1.3 Machine Learning Solutions

In recent decades, machine learning has become a powerful tool to solve various problems

due to its ability to learn from experiences recorded in the data. In terms of time series, it is

able to learn complex temporal associations and dependencies in the time series data needed

to support the above tasks. For example, we can solve the time series classification problem

for EKG time series by training a machine learning model that learns to map each EKG time

series to the corresponding heart condition (class label). Through the learning process, the

model obtains a capability to extract key characteristics of time series, such as, peaks, gaps

between peaks, and trends of the sequence of observed electric signal measurements, that

can be effective in distinguishing different heart conditions. Afterward, when a new patient’s

EKG time series is given, the model can adequately assign the heart condition (label) to the

patient.

Similarly, the time series forecasting problem can be solved by training a machine learning

model that learns historical trends and patterns of time series data by associating a series

of preceding observations with the newly observed value. For instance, we can forecast the

next day’s temperature by training a model that learns the association between each day’s

temperature and the last several preceding days’ temperatures based on historical records of

a city’s daily temperature for the last several years.

In terms of event prediction problem we want to learn the dependencies between an event

occurrence and a series of other events that occurred before the event. For example, with

event time series data of user web browsing history from an online e-commerce website, we

can train a machine learning model that predicts a product that a user is likely to click in the
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near future based on the user’s recent browsing history. The dependencies between different

items can be learned through the model training process: on the e-commerce website, with

many user sequences of visiting a camera product followed by visiting a camera accessory

page, the model can learn the association between these two products. Then, for those who

recently visited the camera page, the model can adequately recommend camera accessories

that can be relevant.

Finally, for the time series clustering problem, we can train a machine learning model

to identify subgroups of time series instances such that distances between the time series

instances within the same subgroup are minimized, and distances to time series in the other

subgroups are maximized. For this, defining and measuring distances between time series is

an important issue and many approaches have been studied. For example, with many patient

sequences of medication administration events, we can discover patient subgroups such that

patients with similar medication administrations are grouped by training a clustering model.

In this case, the number of the common type of medications can be used as a similarity

measure between different patient event time series instances.

Besides the advantages mentioned above, machine learning also comes with another

important benefit: the models can be gradually refined when more data examples become

available. In general machine learning models tend to improve their performance when

considering and using more data.

1.1.4 Time Series in Healthcare

One of the areas that generate an abundance of interesting yet complex time series data

is healthcare. Our ability to analyze such data, and develop machine learning models and

solutions based on these data is extremely important since it may directly impact patient

management and consequently patients’ physical and mental well-being. A wide range of time

series data are generated in health-care settings. These include data generated by various

clinical and health-assisting devices such as bedside monitoring systems [99, 142, 193] or

smart healthcare solutions based on smart watch [30, 133], smart phone [107, 208], internet

of things [60, 68], and social media [115, 148, 149]. In this thesis, we focus our interest
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on event time series data from Electronic Health Records (EHR), a comprehensive

database of patient-related measurements, observations, and treatments that reflect patient

conditions, their management, and their dynamics. In terms of a problem, the main focus of

this thesis is on event prediction. By applying event prediction to EHR-derived event time

series data, we can build powerful machine learning models that can perform a variety of

practical tasks such as predicting patient outcomes (e.g., mortality, readmission), predicting

patient management actions (e.g., medication orders, lab tests), or predicting adverse clinical

events (e.g., hypotension, septic shock).

1.2 Electronic Health Record (EHR) Data and Challenges

Data in EHR are invaluable assets to improve patient care as they contain in-depth

information about the patient’s conditions, relevant diagnosis, treatment strategies, and

prognosis. Each time patients are engaged in their medical care, detailed information about

the care is collected through various sensors and devices in the hospital. This information

is aggregated and stored in EHR. Hence, EHR contains various types of patient data such

as records of symptoms, order and administration records for medications, lab test orders

and results, types of procedures performed, records of physiological signals from bedside

monitoring devices, administrative codes, clinical notes written by physicians, and other

clinical information.

From the perspective of event time series data, each data entry in EHR can be considered

as an event about a patient. For example, when a new clinical event occurs during patient

care (e.g., a doctor orders medication for a patient), the new event is recorded in EHR

with timing information as well as attributive information such as the type of event (e.g.,

medication administration), the item involved in the event (e.g., name of the medication),

and the value associated with the event (e.g., the dosage of the medication administered).

For instance, it takes a form of tuple in database like the following: (patient id:4980,

timestamp:2022-04-01 13:05, event type:’medication order’, item:’insulin’,

volume:20ml). Collectively, when we look at these numerous clinical events associated with
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Various types of 
clinical events
(|E|: >30,000)

Progression of time

Nitroprusside
Propofol

Cefepime
Ceftriaxone

Insulin
Metoprolol

…

pCO2
Oxyen Saturation

Hemoglobin
Hematocrit

…

Intubation
X-Ray

Operations 
on heart

…

Medication
administration
(|E|: ~3000)

Lab test
(|E|: ~750)

Procedures
(|E|: ~3800)

…
(many more categories exist such as 
physiological signals (|E|:~7000), 
diagnoses (|E|:~14000), etc. )

Categories Clinical events

Figure 4: Illustration of a patient’s clinical care history in electronic health records (EHR).

The history is represented as multivariate event time series. A circle on time-axis corresponds

to an occurrence of a clinical event. The numbers of clinical event in each category are

counted from MIMIC-3 Database.
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a patient on the axis of time, we indeed observe a complex multivariate event time series

where each type of event forms a univariate event time series as shown in Figure 4.

Building machine learning models for EHR data has the potential to improve and advance

patient care beyond traditional methods. For example, we may be able to identify and

explore temporal relationships among various types of clinical events, such as symptoms and

patient management on one side and symptoms and outcomes with or without management

interventions on the other. Further, we could predict the future occurrence of adverse events

and help healthcare practitioners to intervene ahead of time or prepare resources to get

ready for their occurrence. All of this, in turn, can improve the quality of patient care

[26, 31, 87, 222].

However, building machine learning models from EHR data poses several challenges due

to its unique characteristics. In the following, we briefly discuss the challenges which will be

addressed throughout this thesis:

• High dimensionality. Since EHR aggregates almost every type of data about patient

care and patient management in hospitals, there are tens of thousands of different types

of clinical events that could occur for a patient at any time during the hospitalization.

For a machine learning model, the model needs to learn and maintain the knowledge

about each event type (as a certain internal representation) for all different event types.

Furthermore, in order to properly predict future events, the model needs to learn complex

dependencies between a future event and a series of other events that occurred before

it. However, almost countless combinations of these past-future event pairs exist, and

it can be a great computational challenge to enumerate and learn these combinations.

For example, if we have N different types of events that could (co-)occur at any point of

time and we want to model past occurrences of events in the last K time steps to predict

the next event, there exist (2N)
K+1

different past-future event combinations. Even for a

simple case where we have (N=) 1000 types of different events and we model past K = 2

steps, these combinations are beyond the number of atoms in the observable universe.

• Missing and irregular observations. Ironically, although we have tens of thousands

of different event types in EHR, many events are not observed in every patient data.

This is because many types of clinical events are primarily tied to specific diseases or
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complications experienced by a patient. For example, clinical events about insulin ad-

ministration are most likely observed only in patients with diabetes. In the case of the

MIMIC-3 database1 [89], more than 30, 000 different types of clinical events exist, but

the average number of occurrence2 of each event type across different event categories

is usually very small such as medication administration (10.1), lab tests (7.3), and pro-

cedures (1.5). This missing observations are challenging because it is hard to train a

robust model that can perform well for unseen patients in a test (or validation) set with-

out having enough training instances for all different event types. In addition to missing

observations, another challenge of EHR data is that time series observations for many

data events are not collected regularly with a specific frequency, instead, the gap between

the two consecutive observations or events may vary.

• Patient variability. Finally, another important challenge of developing machine learn-

ing models for EHR-derived data is the heterogeneity of patient sequences across patient

population. Typically, clinical event sequences in EHR are generated from a pool of

diverse patients where each patient has different types of clinical complications, medi-

cation regimes, or observed sequence dynamics. While the average behavior of clinical

event sequences can be captured well by a single machine learning model, the machine

learning models may fail to represent the detailed dynamics of heterogeneous clinical

event sequences for individual patients.

In order to fully utilize EHR data, it is essential to address and resolve the issues. Hence,

throughout the thesis, we focus on developing efficient and scalable methodologies that can

address these challenges. More details of these challenges and our approaches to them will

be discussed in Section 1.4.

1MIMIC-3 is one of the widely-used publicly accessible EHR for research usage. It contains de-identified
53,423 distinct hospital admissions records from Beth Israel Deaconess Medical Center in Boston, Mas-
sachusetts, collected between 2001 and 2012

2We computed the average counts from the following tables in MIMIC-3: inputevents-mv, labevents,
procedureevents-mv
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Figure 5: A part of a patient’s record in real-world EHR (MIMIC-3 database) represented

as a sparse matrix. Rows correspond to different clinical events and columns correspond

to time. Each cell (bin) indicates occurrence or non-occurrence of an event during a time-

window (e.g., 6 hours).
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Figure 6: Prediction task defined over the multivariate clinical event time series introduced

in Figure 5. Given full event history (blue box), the goal is to predict occurrences of each

events in future window (purple box).
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1.3 Clinical Event Time Series Prediction

In this section, we introduce the problem of clinical event time series prediction and the

patient state representation learning, which is an important component of the prediction

problem.

Briefly, events in event time series occur in continuous time and in statistics, they are

modeled as temporal point processes, that is, point processes defined on time dimension

[82, 103, 178]. The basic temporal point process defines the occurrence of just one type

of event. Marked point processes associate values with each event occurrence [84, 102]. If

values associated with events are categorical, they represent multivariate event processes.

That is, each event category defines its own basic point process [122]. With EHR data, we

can obtain multivariate event time series for each patient by representing each clinical event

occurrence, such as administration of a medication, as an event in the time series data.

Based on the EHR-derived multivariate event time series data, we can define the event

prediction task as follows: given a full history of events in a sequence y[1:t] (from the beginning

until current time t), the task is to predict the occurrence of the next (future) event yt+1.

For continuous-time prediction, this is typically done by defining and modeling an intensity

function of the point process. Hawkes process models [104, 180] or its variants [122, 123, 152]

can be used for this case.

However, instead of defining and learning the intensity function for continuous-time

prediction, one may also convert the time domain of the event time series from continuous

time to discrete time by discretizing the time series, and restricting predictions to a finite

time interval. As shown in Figure 8, we can discretize the time series by having a (non-

overlapping) moving window over the event time series, and representing the same type of

events that occurred within a time window (e.g., 6 hours) as a binary indicator value. With

this discretization, the multivariate event time series can be represented as a large, sparse

binary matrix like what is shown in Figure 5. Different rows in the matrix correspond to

different event types, and columns correspond to segmented time steps during the patient’s

hospitalization. Likewise, the prediction task can be defined over the sequence of column-

vectors of the matrix as shown in Figure 6. A detailed definition of the multivariate event time
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series and a formal denotation of the event prediction task will be presented in Chapter 2.

1.3.1 Patient State Representation for Clinical Event Prediction

While developing event prediction models for EHR-derived data, one of the most im-

portant challenges is to summarize past patients’ history in EHR such that the summary is

pertinent for the next event prediction. In this context, the information that concisely sum-

marizes a patient’s history important for prediction is often referred to as patient state.

Developing efficient and effective methods that can generate patient states is essential to

developing powerful clinical event prediction models. In what follows, we briefly introduce

existing approaches to define the patient state and corresponding prediction models for

EHR-derived multivariate event time series.

Recent observations. One straightforward way to define patient state is to use the

most recent observations. For example, given a patient’s longitudinal event history from

admission up until now, we can only use recent observations such as what is observed during

the last 6 hours and ignore other observations before it. This simple method can be effective

since recent observations are more likely similar to what will be observed in the near future,

compared to observations made in farther past. This method also is efficient since it only uses

a handful of recently observed values, and this could eliminate the amount of computation

otherwise needed to process the entire patient history. Another important advantage of

this approach is that we can use most off-the-shelf classification algorithms such as support

vector machines (SVM), Naive Bayes classifiers, decision trees, or neural networks for future

event prediction. With the most recent observations for each event type, we can create a

vector that size of the all event types and feed the fixed-sized vector to the off-the-shelf

classification algorithms. However, this approach has drawbacks: (1) This can restrict the

model from learning long-term trends or event dependencies over longer pasts. Furthermore,

the patient’s condition can change rapidly over time and a recent observation may no longer

be representative of the current condition. In this case, using recent observations may not

be able to accurately capture the patient’s underlying physiological condition. (2) It misses

information about those types of events that have their last occurrence in a long past, since
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this approach only considers what is observed in the recent past.

Last Value Carry Forward. This method addresses the second drawback of the

previous approach by copying a value from the latest occurrence for each event type and

using it as the current patient state. As a simple yet effective approach, this has been

a popular method for handling missing data in clinical and medical studies that involves

longitudinal data [65, 131, 154]. Same as the previous approach, this method also can be

used with any classification methods for next event prediction. However, the complex trends

or event dependencies over longer pasts still cannot be properly modeled with this approach

since this approach still uses the latest observations for each event type as the input to the

event prediction model.

Temporal Templates. This method solves the aforementioned issues through prede-

fined temporal templates (featurization) of individual time series and their combinations

[71, 205]. Briefly, the temporal template approach transforms complex multivariate clinical

time series with either discrete or real values in long pasts into fixed-sized vector represen-

tations. The gist of the method is to define a set of feature functions (also called feature

templates) that map time series defined over clinical variables to fixed-size vectors and their

combinations [71]. Examples of the feature functions are event-type-specific summary statis-

tics such as minimum, maximum, or average of the observations over certain time windows

(e.g., last 6, 12, and 36 hours) for real-valued time series, or counts of event occurrences for

discrete event time series. Since it can provide a more comprehensive summary of clinical

time series data, many early works on predicting clinical events from EHR data relied on the

templates approach. The fixed-size feature vectors from the templates are fed to any classi-

fication algorithms to make a prediction for the next event. This has been successfully used

for different EHR prediction [162, 204] and outlier detection [69, 70] problems. However, the

main disadvantage of the approach is that temporal templates and info they represent should

be defined a priori, and the number of possible features generated with these methods can

be very large. One solution to alleviate the need to define the templates a priori is to use

predictive patterns extracted directly from data using frequent data mining methodologies

[10, 14, 17].

Probabilistic Latent State-Space Models. More recent works have focused on defin-
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ing the patient states and predictions using various probabilistic latent state-space models

such as hidden Markov models, linear dynamical systems [126, 128], Gaussian processes

[101, 185], or their combinations [125, 130]. This approach allows more flexibility by model-

ing complex dynamics of the clinical time series through a (shared) latent state-space, which

is defined by an autoregressive function of a previous latent state and a recent observation.

The benefit is that correlated observations can be represented more compactly in the latent

space. A limitation of probabilistic models is that the behavior and expressiveness of the

latent state-space are determined by a specific (predefined) probabilistic distribution such as

Gaussian distribution, Bernoulli distribution, or Weibull distribution, which may not exactly

fit the observed data.

Modern Neural-based Models. Most recently, advances in modern latent embed-

ding and deep learning models led to new low-dimensional latent state representations with

good predictive performances on a variety of tasks. Examples of the relevant works include

modeling of a patient state using real-valued vector-based representation methods such as

Skipgram and CBOW [36, 50, 53, 140, 138, 139], hidden state-space models based on recur-

rent neural networks (RNN) [8, 35, 38, 51, 86, 108, 109, 110, 111, 112, 113, 169, 224], or

non-recurrent models such as attention mechanism, convolutional neural networks (CNN),

and Transformers [37, 46, 117, 159, 175, 177, 179, 195, 227]. These modern approaches typi-

cally do not assume a specific probabilistic distribution form for generating the hidden state

space. Instead, they use a data-driven approach to learn the mapping of the input to the

hidden state and ultimately to the output using a series of linear transformations (matrix

multiplications) and non-linear activation functions (e.g., sigmoid or tangent hyperbolic).

Hence, it is typically more flexible (no specific distribution form is assumed) and more capa-

ble of learning non-linearities lie in the complex EHR-derived time series data compared to

the probabilistic latent-space approaches. In this thesis, we build upon and explore models

based on modern neural-based temporal methods.

Hence, the primary focus of this thesis is to develop methods that can learn good patient

state representations and corresponding event prediction models for complex EHR-derived

multivariate event time series data.
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1.3.2 Clinical Relevance of the Event Prediction Models

In this thesis, we develop event prediction models that can predict occurrences of a broad

range of events in EHR. These models can be used for different clinical purposes. If events

predicted are equal to adverse events, our ability to predict boils down to adverse event

predictions. Examples of such problems are predictions of sepsis [73, 157] or acute kidney

injury (AKI) [95]. However, we would like to note that some adverse events may not be

directly logged in the EHR. In that case, surrogate events and conditions can be used to

define these events and enrich the EHR data with augmented event sets. For example, one

may define the sepsis event by the time when the standardized Sepsis-3 definition is satisfied

[192]. Similarly, AKI prediction targets can be incorporated into EHR using AKI definitions

based on the serum creatinine levels and urine output [21, 94, 151].

Our event prediction models can also be used for outlier detection, and medical error

detection as defined in the works of Hauskrecht et al. [69, 70, 71, 72, 124]. Briefly, by defining

high-quality models for predicting the events like lab orders or medication administration,

one can use them to infer unexpected omission or commission of medications or labs. Finally,

our ability to predict the occurrence of future events for multiple patients at the same time

can be used to predict various future resource demands, which in turn can be used to optimize

the workflows or predict various capacity limits [92, 141, 156, 223].

1.4 Research Goals and Hypotheses

As briefly mentioned earlier, EHR-derived multivariate event time series data pose unique

challenges for the development of corresponding event prediction models. The goal of this

thesis is to address and develop solutions for some of these challenges. In particular, we

focus our investigations on two major research questions (RQ):

• RQ1. How to learn effective patient state representation and transitions while modeling

unique characteristics of EHR-derived event time series data?

• RQ2. How to learn a personalized and adaptive patient dynamic representation that
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can address the variability of the heterogeneous individual patient event sequences?

In the following, we discuss these research questions in more detail.

1.4.1 Research Goal 1: Learning Patient State Representation and Transitions

Our first goal is to develop effective methods for patient state representation and tran-

sitions for EHR-derived multivariate event time series. First, we focus on the inherent char-

acteristics of EHR-derived event time series and develop event prediction models addressing

them. Following are the specific challenges we want to deal with in this thesis.

1.4.1.1 High Dimensionality

Multivariate event time series for hospitalized patients consist of several thousands of

different types of clinical events. For example, they correspond to the administration of many

different medications, lab orders, lab results, various physiological observations, procedures,

etc. For instance, as mentioned in Section 1.1, more than 30,000 different types of events

exist in the MIMIC-3 Database. When representing multivariate event time series into a

matrix, such as Figure 5, it becomes a large, sparse matrix and the complexity from it may

not fit standard statistical time series models [119] with either observed or hidden state

transition models.

To address these issues, some works attempted to predict a singly occurring target event

(i.e., one type of target event ), instead of predicting full-multivariate events as the target

[38, 50, 51, 86, 159, 169]. In contrast, we aim to predict high-dimensional targets

from the sequence of high-dimensional events. It is more challenging as the models

need to learn more complex associations between context and target over multiple steps of

time.

1.4.1.2 Time-Representation and Temporal Granularity

The original EHR-based multivariate event time series consists of events recorded on

continuous-time. To efficiently process the time series, the original continuous-time repre-
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Figure 7: Histogram of time differences for two consecutive events of administration of

antibiotics medication, Fluconazole. It illustrates how events in EHR occur

with periodicity.

sentation is typically processed to discrete-time based representation using window-based

segmentation [69, 70, 108, 175] which maps multiple events that happen during a specific

time-window in a fixed-sized multi-hot vector. During the segmentation process, the derived

event time series can be generated at a certain temporal granularity which corresponds to

the size of the window. Finer temporal granularity results in the detailed representation of

patient states in high resolution. But at the same time, it incurs a challenge of longer and

sparser sequences which make modeling dependencies over time harder. Also, computation-

ally it is more expensive.

To avoid these issues, some of the prior works on modeling EHR-based event time series

used coarser temporal granularity such as admission or visit levels [35, 50, 51]. In this thesis,

we consider and build models with event time series based on finer temporal

granularity such that each window (a time-step in a sequence) in the derived event time

series summarizes 6, 12, or 24 hours of the original continuous-time event time series.
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1.4.1.3 Heterogeneous Temporal Characteristics

The EHR-based multivariate event time series consists of individual event time series

that have heterogeneous temporal characteristics. For example, some types of events occur

repetitively with certain time gaps (e.g., medications administered at regularly scheduled in-

tervals, as shown in Figure 7). Also, each event has different temporal ranges of dependencies

for precursor events. Some events are strongly dependent on very recent occurrences. For

example, observation of administration of phenylephrine (a medication that increases blood

pressure) could highly relate to an observation of hypotension (low blood pressure state) in

close prior time. In other instances, events may depend on a preceding event that occurred

a long time before. For example, the incidence of acute kidney injury (AKI) in the distant

past can impact the necessity of kidney dialysis. To accurately predict future events from

the multiple event time series with different temporal characteristics, we need more flexible

and expressive models. In this thesis, we focus on developing methods that can model

different temporal characteristics with its modularized architecture. Specifically,

we develop models that consist of a set of modules where each focuses on a specific temporal

attribute. With this approach, we can build an expressive and flexible ensemble model for

multivariate time series prediction.

1.4.2 Hypotheses for Research Goal 1

To alleviate the aforementioned challenges in the first goal, we propose new autoregres-

sive neural temporal models that can handle complex multivariate event time series with

more expressiveness by equipping different information channels for various temporal char-

acteristics of the event time series. We particularly hypothesize that events in EHR-based

multivariate event time series have dependencies with certain temporal structure and proper

handling of various temporal dependency structures could enhance the predictability of a

future event. Specifically, we focus on the following temporal structures of the EHR-based

event time series:
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1.4.2.1 Modeling Dependencies on Recent Events

In Chapter 3, we hypothesize that information on recently occurred events could provide

strong predictability toward the next event occurrence. To properly model information from

both recent and long-term past events, we develop a new event time series model based on

the long-short-term-memory (LSTM) [77] that relies on two sources of information to predict

future events. One source is derived from the set of recently observed clinical events. The

other one is based on the hidden state space defined by the LSTM that aims to abstract past,

more distant, patient information that is predictive of future events. In the context of Markov

state models, the next state in our models and the transition to the next state is defined by

a combination of the recent state (most recent events) and the hidden state summarizing

more distant past events. We demonstrate the advantage of the proposed approach through

extensive experiments on real-world EHR data and we show that our model outperforms

multiple time series baselines in terms of the quality of event predictions.

1.4.2.2 Modeling Dependencies on Periodically Occurring Events

In Chapter 4, we hypothesize that (1) many events in the EHR-based multivariate event

time series occur periodically and (2) proper modeling of the periodically occurring events

could increase the predictability toward the next event prediction. For example, admin-

istrations of various medications occur with certain periodicity due to the nature of the

medication administration dosage regime. Figure 7 shows the distribution of time gaps be-

tween two consecutive medication administration events for one of the medications with a

typical period of 24 hours. One approach to modeling the periodicity of the time series is to

rely on the hidden states of RNN/LSTM. However, when the number of the different peri-

odic events in the EHR is large, it is not feasible to expect the model will be able to cover

all periodic events using the same hidden state. To address this issue, we propose a novel

yet simple mechanism to enhance the handling of periodic events and incorporate them into

the prediction. Briefly, we equip an external memory that stores observed temporal charac-

teristics of many periodic events and use them to derive a new periodicity-aware signal to

further enhance event predictions. The external memory store gaps (time differences) were
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observed for pairs of two consecutive events of the same type (a) for all past patients and (b)

for the current patient. At the time of the prediction, the proposed model calculates how

much time has elapsed since the latest occurrence of the event of the same type, and based

on the prediction window size and information stored in the memory of past event gaps, it

predicts the probability of the signal to be repeated in the next prediction window. The

proposed model achieves outperforming results compared to the baseline models as well as

the model discussed in Chapter 3. Particularly for those events with notable periodic cycles

in their occurrences, the proposed model shows remarkable performance gains.

1.4.2.3 Modeling Dependencies on Multiple Time-scales

In Chapter 5, we hypothesize that building predictive EHR representations is challenging

due to the complexity of multivariate clinical event time series and their short and long-term

dependencies to precursor events. We address this challenge by proposing a new neural

memory module called Multi-scale Temporal Memory (MTM), linking events in a distant

past with the current prediction time. Through a novel mechanism implemented in MTM,

information about previous events on different time-scales is compiled and read on-the-fly for

prediction through memory contents. We demonstrate the efficacy of MTM by combining it

with different patient state summarization methods that cover different temporal aspects of

patient states. We show that the combined approach is 4.6% more accurate than the best

result among the baseline approaches, and it is 16% more accurate than prediction solely

through hidden states of LSTM.

1.4.3 Research Goal 2: Learning Patient-specific Dynamic Representations

Another important challenge of learning good predictive models for clinical sequences

is patient-specific variability. Depending on the underlying clinical condition specific to a

patient combined with multiple different management options one can choose and apply in

patient care, the event patterns may vary from patient to patient. Unfortunately, many mod-

ern event prediction models and assumptions incorporated into the training of such models

may prevent one from accurately representing such a variability. Briefly, the parameters of
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neural temporal models are learned from many patients data through Stochastic Gradient

Descent (SGD) and are shared across all types of patient sequences. Hence, the population-

based models tend to average out patient-specific patterns and trajectories in the training

sequences. Consequently, they are unable to predict all aspects of patient-specific dynamics

of event sequences and their patterns accurately.

In this thesis, we want to address this patient-specific variability issue by developing

two novel adaptive event prediction frameworks that can adjust its prediction

for individual patients. Specifically, we want to first focus on modeling dynamics of

heterogeneous multivariate event sequences by developing multiple sequential experts models

that learn to adjust population model’s prediction together. Then, we want to develop a more

straightforward approach that adjusts the population model’s prediction through patient-

specific prediction models that are trained on each patient’s own past event history. With

these approaches, we expect to drastically improve the prediction performance of the events

with low occurrences since they are typically observed in a few patients, and the personalized

models can improve predictions of these events than clinical events observed in many patient

sequences.

1.4.4 Hypotheses for Research Goal 2

1.4.4.1 Modeling Sequences with Adaptive Residual Mixture of Experts

In Chapter 6, we hypothesize that clinical event sequences in EHR are generated from

a pool of heterogeneous patients where each patient typically has different types of compli-

cations. While average behaviors of clinical event sequences could be captured by a single

model, the dynamics of heterogeneous event sequences could not be well captured by a single

model. We address this challenge by proposing a specialized neural sequence model (RNN)

based on the Mixture-of-Experts (MoE) architecture. The heterogeneity of various patient

sequences is modeled through multiple experts that consist of Gated Recurrent Unit (GRU).

Particularly, instead of directly training MoE from scratch, we augment MoE based on the

prediction signal from the pre-trained base GRU model. In this way, the mixture of experts

can provide flexible adaptation to the (limited) predictive power of the single GRU model.
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1.4.4.2 Modeling Sequences with Personalized Online Adaptive Learning Frame-

work

In Chapter 7, we hypothesize that (1) EHR-derived event sequences have patient-specific

variability and (2) population-based models learned from such sequences may not accurately

predict patient-specific dynamics of event sequences. Hence, we propose, develop, and study

multiple new event sequence prediction models and methods that let us better adjust the

prediction for individual patients and their specific conditions. The methods we develop

pursue refinement of population-wide models to subpopulations, self-adaptation model, and a

meta-level model switching that is able to adaptively select the model with the best chance to

support the immediate prediction. These solutions extend RNN based multivariate sequence

prediction to personalized clinical event sequence prediction.

1.5 Roadmap

We organize the thesis as follows: In Chapter 2, we define the multivariate event time

series and review existing approaches to modeling the event time series from Markov models

to modern autoregressive approaches based on neural networks. In Chapter 3 we present

our work on predicting the next event from clinical event time series with recent context-

aware LSTM model. In Chapter 4, we present work on predicting clinical event time series

with recurrent event information through the specialized external information channel. In

Chapter 5 we improve the prediction of future clinical events by linking past events in

multiple time scales through a specialized external memory module. In Chapter 6, we present

residual mixture of experts model that can enhance the one-model solution to adapt to the

heterogeneity of the overall patient population and its subpopulations. Finally, in Chapter 7

we present novel personalized event time series prediction solutions that attempt to adjust

the predictions for individual patients through an online adaptive model update mechanism

and meta-switching mechanism.
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2.0 Background

In this section, we first define the multivariate event time series, their representation

and the prediction task considered in this thesis. After that, we review existing approaches

relevant to multivariate time series modeling. Finally, we review existing methods and models

for periodic signals and for the clinical event time series.

2.1 Multivariate Event Time Series

We define multivariate event time series by a time-stamped sequence of events U = {uj}j,

where each event uj = [ej, tj] is represented by a pair of an event type ej and its time tj.

We assume there are |E| different event types defining the multivariate event time series. A

univariate event time series would be defined by a single event type |E|=1.

The event time series with continuous time stamps can be directly modeled using point

processes [82, 103, 178]. Examples of such processes are a Poisson process [98] or a Hawkes

process [104, 180]. These models have been applied to various event sequence problems

including clinical event prediction [122, 152]. However, these models are hard to optimize

directly and the existing works only explore time series with a relatively small number of

events. Because of these limitations, the event time series are often converted to discrete-

time models (see Figure 8) where the original event time series are segmented using a window

spanning some fixed period of time, and events within the window are considered to co-occur

in the discretized time.

2.2 Segmentation (Discretization) of Event Time Series

We define the discrete-time event time series as follows:

• Discrete-time event time series Y = {yi}i consist of a sequence of states yi where yi ∈
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Figure 8: Overview of multivariate event time series processing. As seen in upper part of the

figure, the original EHR-based time series data consists of event occurrences on continuous

time. We discretize the time series with non-overlapping segmentation window and generate

binary vector yi ∈ 0, 1|E| that represents all event occurrences during the timings of the

window.
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{0, 1}|E| is a binary vector that represents occurrences of events of different types at a

discrete time step i, and |E| denotes the total number of event types.

• Discrete-time event time series are generated from time-stamped multivariate event time

series U through segmentation of event occurrences with a time window W as described

in Figure 8.

In the following sections we assume we have data that consists of N discrete-time event

time series: D = {Y1, ..., YN}. Next, we briefly review existing modeling approaches for

discrete-time event time series.

2.3 Markov Models

Markov models form a foundation of discrete-time series models. Given their simplicity

and tractability, the majority of the event time series models are special cases of Markov

models [137, 150]. Markov models represent an observed sequence of a random process over

time as a sequence of states. The state is a categorical variable at a specific (discrete) time

step. The Markov property assumes that the current state captures all necessary information

relating to the future and past. In other words, the next state depends only on the most

recent state, and is independent of past states:

P (yT |yT−1, yT−2, ..., y1) = P (yT |yT−1) (1)

In this case, the joint distribution of an observed sequence is modeled as a chain of the

conditional probabilities:

P (y1, y2, ..., yT ) = p(y1)
T∏
i=2

P (yi|yi−1) (2)

The conditional probability defining a transition is parameterized by a transition matrix

A ∈ R|E|×|E|:

Am,n = P (yi = n|yi−1 = m) (3)

where
∑|E|

n=1Am,n = 1 for all m.

27



	𝑦# 	𝑦$ 	𝑦%
𝐴 𝐴 𝐴…

Figure 9: An illustration of a Markov model. The transition between observations yis are

defined by the transition matrix A in Equation (3)

The transition matrix A can be learned by the maximum likelihood estimation [176]. The

standard Markov models assume all states of the time series are directly observed. However,

the states of many real-world processes are not directly observable. One way to resolve the

problem is to define the state in terms of a limited number of past observations or features

defined on past observations [69, 70, 205] and another is to use the Markov models with

hidden states.

2.3.1 Hidden Markov Models

The Hidden Markov models (HMM) [174, 197] introduce hidden states zi of d × 1 di-

mension. As shown in Figure 10, the observation yi is modeled through the hidden state zi

and the emission table B ∈ R|E|×d with components: Bm,n = P (yi = n|zi = m). Similar to

the states in Markov models, the hidden state zi is a categorical variable. The transition

table A is used to update the hidden states and the emission table B is used to generate

observations:

zi = A · zi−1 yi = B · zi (4)

The parameters of the HMM (A,B) are trained with the Baum-Welch algorithm [18]

which is a special case of Expectation-Maximization algorithm [45]. Given an observed

sequence y1, ..., yT and a trained HMM model (A,B), the most probable sequence of the

hidden states z1, ..., zT is computed by the Viterbi algorithm [211]. The prediction for next

event yi+1 can be made straightforwardly, given the hidden state of the current time step zi:

P (yi+1|zi) = B · (A · zi).
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Figure 10: In a hidden Markov model, the observations yi; i = 1, . . . , T are modeled through

the the hidden states zi through the emission matrix B. Dynamics of hidden states are

modeled through the transition matrix A.

HMM has been shown to reach good performance in many applications such as stock

price prediction [67], DNA sequence analysis [80], and time series clustering [194]. However,

when applied to real-world time series, the classic HMM model has a drawback that its

representational power is limited due to its discrete (categorical) hidden states and the

transition of the hidden state is restricted between the discrete states. Linear dynamical

systems (LDS) [56, 90] alleviate this issue by defining real-value hidden and observable

states.

2.3.2 Linear Dynamical System

Linear dynamical system (LDS) [56, 90], also known as Kalman Filter, models time series

Y with the real-valued hidden states. Specifically, as shown in Figure 11, LDS models the

dynamics of the sequence as follows:

zi = A · zi−1 + ηi yi = B · zi + ζi (5)

where A ∈ Rd×d and B ∈ R|E|×d are the transition and emission matrices, respectively.

Unlike HMM, LDS explicitly models the stochastic component of the transition through the

Gaussian noise ηi ∼ N (0, Q) where 0 is a d × 1 dimension zero vector and Q ∈ Rd×d is
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Figure 11: In linear dynamical system, an observation yi is modeled through the hidden states

zi and the emission matrix B with the Gaussian noise ηi ∼ N (0, R). Dynamics of hidden

states are modeled through the transition matrix A with a Gaussian noise ζi ∼ N (0, Q).

a covariance matrix. The emission process that relates hidden states to observation also

explicitly models the stochastic component through ζi ∼ N (0, R) where R ∈ Rd×d. With

regard to computing the value of the hidden state, LDS involves two inference tasks: filtering

tries to compute the distribution of the hidden state zi given the all previous and current

observations p(zi|y1 . . . yi) and smoothing tries to compute the value of the distribution of zn

for a specific (intermediate) time step n given all observations from all past and all future

ones p(zn|y1 . . . yT ); 1 ≤ n ≤ T . Details of the inference methods can be found in [27, 93,

132, 206]. The parameters of LDS = {A,B,Q,R} can be learned through the Expectation

Maximization (EM) algorithm [56] or spectral learning methods [47, 93, 126, 128, 206].

One issue with the hidden state in Markov models is that the dimensionality of their hid-

den state space is not known a priori. Various methods for hidden state space regularization,

such as [126, 128] have been able to address this problem.
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2.4 Neural-based Models for Event Time Series

Recent advances in neural architectures and their application to time series offer end-

to-end learning frameworks that are often more flexible than standard time series models.

In this section, we summarize neural-based methods for event time series processing: the

recurrent neural network (RNN) and long short-term memory (LSTM).

2.4.1 Recurrent Neural Network

RNN is a type of neural network that models a sequence with the hidden state, similarly

to HMM. But RNN is more flexible and efficient: given fixed input and target from data,

RNN learns the intermediate association between them. Unlike HMM, the value of the hidden

state of RNN is computed purely deterministically. Without any stochastic component, at

each time step t, the hidden state ht is computed given the previous time step’s hidden states

ht−1 and new information from the current time step’s input yt, with the following rule:

ht = tanh(U · yt +W · ht−1) (6)

where tanh(·) is a hyperbolic tangent and used as an activation function to help learn non-

linearities. U ∈ Rd×|E| and W ∈ Rd×d are weight matrices. For brevity, we can also denote

Equation (6) as follows:

ht = RNN(yt, ht−1) (7)

As shown in Figure 12, in RNN, the same weights are shared over time. Hence, no smoothing

or filtering is required to compute the values of the hidden state. The prediction for the next

event ŷt+1 is generated as follows:

ŷt+1 = g(V · ht) (8)

where V ∈ Rd×|E| is an output layer weight matrix and g(·) is an output transformation

function. g(·) can be any activation function and it needs to be selected to match the type

of the target in data. For instance, if the target variable is a multi-class variable Softmax

function is used. On the other hand, if the target is binary or is defined by a set of binary
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Figure 12: An illustration on architecture of recurrent neural network. At each time step t,

the hidden state ht is computed given the previous time step’s hidden states ht−1 and new

information from the current time step’s input yt.

variables a sigmoid function (such as the logistic function) is used. The parameters of RNN

are learned through stochastic gradient descent (SGD). Loss is determined by cross-entropy

function (multi-class) or binary cross-entropy function (multi-label), summed over all time-

steps of each sequence as well as across all sequences [213].

Meanwhile, RNN is known to have limitations on learning and prediction with long

sequences, referred as vanishing and exploding gradient [76]. Briefly, when the loss is prop-

agated backward to update the weights, each weight receives an update proportional to the

partial derivative of the loss. As Figure 13 shows, the gradient of tanh(·) is close to 0 at

both ends. During the backpropagation, if a gradient is near to a small number at a time-

step, it could make subsequent gradients also proximate to exponentially smaller numbers

(as a gradient from later time step is multiplied to the previous one through the chain rule)

and it can prevent weights to be updated properly. There are several potential solutions to

mitigate this problem. One is to apply backpropagation on chunked sequence with a limited

number of time steps (Truncated-BPTT) [198, 215]. Another is to add gates to produce

paths where gradients can flow more constantly and longer without vanishing or exploding
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Figure 13: Ranges of the hyperbolic tangent (tanh) and its gradient. Source: http://nn.

readthedocs.org/en/rtd/transfer/

(LSTM, GRU) [34, 77].

2.4.2 Long Short-Term Memory

LSTM effectively prevents the vanishing and exploding gradient problems with memory

cell states and gates that control the information flow. Each gate is composed of linear

transformation with a sigmoid activation function on ht−1 and yt. In detail, the hidden

states ht and cell states Ct are updated as follows: first, LSTM updates the candidate for

the new cell states C̃t as a function of ht−1 and yt:

C̃t = tanh(Wc · [ht−1, yt] + bc) (9)

where [, ] represent concatenation of two vectors. Then, it computes forget ft and input it

gates which are used to determine how much content from the previous cell Ct−1 will be

erased and how much information of the new candidate cell states C̃t combine into the new
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cell state Ct respectively:

ft = σ(Wf · [ht−1, yt] + bf )

it = σ(Wi · [ht−1, yt] + bi)

Ct = ft · Ct−1 + it · C̃t

(10)

Output hidden states ht will be based on the cell state Ct with a filter from output gate

ot which decides which part of the cell state Ct will be in the output:

ot = σ(Wo · [ht−1, yt] + bo)

ht = ot ⊗ tanh(Ct)
(11)

where ⊗ denotes element-wise multiplication and Wf ,Wi,Wo ∈ R|E|×d and Wc ∈ Rd+|E|×d.

With these parameters ready, we can simply denote LSTM as a function of the previous

hidden states ht−1 and current time-step’s input yt:

ht = LSTM(yt, ht−1) (12)

The final prediction for next event ŷt+1 is computed the same way as RNN in Equa-

tion (8). The parameters are also trained through the same method used for RNN.

LSTM have been widely applied to many areas of prediction and modeling of sequence

data such as time series [32, 66], vision [63], speech [61], and language [199] problems and

many others.

2.4.3 Bidirectional RNN/LSTM

The methods covered in this section are based on an assumption that current state is

dependent on past states. That is, we update and carry information in the hidden state

ht on forward direction from past to current (future) time (t = 1, ..., T ). Meanwhile, for

some application areas such as sentence classification or speech recognition in NLP, another

information captured on reverse direction from future to past (t = T, ..., 1) would also be

informative. Based on this motivation, Bidirectional RNN (BRNN) [186] extends a regular

RNN by combining information from both directions, as shown in Figure 14. It independently
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updates two hidden states h→t , h
←
t in opposing forward and backward directions.:

h→t = f(yt, h
→
t−1), for t = 2, . . . , T

h←t = f(yt, h
←
t+1), for t = T − 1, . . . , 1

where f(·) denotes an operation to update the hidden states such as Equation (7) for RNN

and Equation (12) for LSTM. Two hidden states h→t , h
←
t are updated independently and

once they are computed, the final hidden state is computed as a concatenation of the two:

ht = [h→t , h
←
t ], for t = 1, . . . , T

BRNN has been used effectively in many NLP applications such as phoneme classification

[62], text-to-speech synthesis [52], sequence tagging [79], and information extraction from free

texts [85]. In the clinical domain, it is used to classify diagnosis code based on a sequence of

clinical events [136]. Note that unlike how it is used in NLP, BRNN is not directly applicable

to the prediction of the event time series as the future information is not available at the

time of the prediction.
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Figure 14: An illustration on architecture of bi-directional recurrent neural network. Note

that, for brevity, the parameter matrices of the model are not represented in the figure.
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Figure 15: An illustration on architecture of hierarchical recurrent neural network

2.4.4 Hierarchical RNN/LSTM

In many cases, a sequence could have (latent) hierarchical structures. For example, a

document consists of paragraphs and each paragraph consists of sentences. A sentence is a

sequence of words and each word is a sequence of characters. A similar example is a video:

a video is composed of a sequence of shots, and a shot is composed of a sequence of still

frames.

The straightforward approach to modeling hierarchical structure on RNN/LSTM is to

stack hidden states in several layers, as shown in Figure 15. We use l = 1, . . . , L to denote

an index for a layer in the hierarchical architecture. With the notations, we can represent

the stacked hidden states as follows:

hlt = f l(hlt−1, h
l−1
t )

h1t = f 1(h1t−1, yt)
(13)

where f l represents the operation that updates the hidden states at l-th layer. Based on the

straightforward approach, several extensions have been developed to character level language
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modeling [41, 81], document modeling [118], video captioning [196], and video summarization

[228].
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Figure 16: An illustration of attention mechanism. For brevity, the attention weights for an

output oT (αT1 , . . . , α
T
T ) are colored in black and other attention weights are colored in gray.

2.4.5 Attention Mechanism

When the length of a sequence is longer, it typically deters RNN/LSTM to learn depen-

dencies between distant positions [75, 76]. Attention mechanism [5] tackles the challenge by

using hidden states of all available time steps h1, . . . , ht, instead of the last ht. At current

time step t, Attention mechanism generates an output ot as a weighted sum of h1, . . . , ht,

as shown in Figure 16. Softmax is used to compute the attention weight αti which measures

relative importance of hi among all available hidden states h1, . . . , ht to the output ot. The

weight is computed through as follows:

αti =
exp
(
score(hi, qt)

)∑t
j=1 exp

(
score(hk, qt)

) (14)

Typically, the previous time-step’s output ot−1 is used for the query term qt. In original

paper [5], the score function is parameterized by a simple feed-forward neural network with
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tangent hyperbolic (tanh) activation:

score(hi, qt) = va · tanh(Wa · [hi, qt]) (15)

where va and Wa are weight vector and matrix. Then, we can compute the output ot as a

weighted sum of hidden states:

ot =
t∑
i=1

αti · hi (16)

For prediction, ot is plugged into Equation (8) at the place where ht is used: ŷt+1 =

g(V · ot). Attention mechanism has been widely adopted in many machine translation and

NLP tasks [29, 96, 135, 165, 168, 217].
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2.4.6 Transformer (Self-Attention)
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Figure 17: An illustration of Transformer architecture (self attention)

More recently, a new class of attention-based architecture, Transformer [209], removes

the layer of RNN that computes hidden states recurrently. Instead, as shown in Figure 17,

it models a sequence with multiple layers of self-attention mechanisms. Self-attention learns

the internal (hidden) representation of each entry of a sequence as a weighted sum (attention

mechanism) of all entities in the sequence in a previous layer.

More specifically, self-attention is constructed in a multi-layer architecture (l denotes

index for a layer l = 1, . . . , L) and each token yi in an observed sequence y1, . . . , yT is

represented as an internal state vli. Briefly, vli is computed as a weighed sum of all states
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vl−11 , . . . , vl−1t in the previous layer:

vli =
t∑

j=1

αi,j · (vl−1j )

αi,j is a relative weight of tokens at time-step i and j and it is computed as a dot product

of the two vectors vl−1i (itself in the previous layer), vl−1j (all input tokens in the previous

layer j = 1, . . . , t) followed by Softmax function:

αi,j =
exp (vl−1

>

i · vl−1j )∑t
m=1 exp (vl−1

>

i · vl−1m )

The internal state v1j at the lowest layer (l = 1) is computed by an embedding matrix

Wemb ∈ R|E|×demb : v1i = Wemb · yi where demb is the dimension of embedding.

By processing the internal states over multiple layers, the model is expected to learn

representations that are better to relate different parts of the input compared to previous

layers. The output is also computed as a weighted sum of the embeddings at the last layer

L.

Besides, Transformer architecture features multi-head attention which enables different

parts of a sequence to be attended different low-dimensional projection matrices: W k
query,

W k
key, W

k
value (k denotes head index):

αki,j =
exp

(
(W k

query · vl−1i )> · (W k
key · vl−1j )

)∑t
m=1 exp

(
(W k

query · vl−1i )> · (W k
key · vl−1m )

)
vli =

K∑
k=1

t∑
j=1

αki,j · (W k
value · vl−1j )

(17)

The motivation of using multiple heads is to allow the model to jointly attend to infor-

mation that is differently represented in k subspaces.

2.5 Modeling Periodic Signals

Clinical event time series often come with temporal patterns defined by periodic events.

In terms of modeling periodic signals, existing researches have traditionally focused on stan-
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dard models defined by spectral decomposition of the signals using Fast Fourier Transforma-

tion (FFT) [23, 64, 74, 88, 164, 212, 12]. However, FFT is known to require sequential data

with comparably high sampling rates [225] and due to this reason, FFT-based approaches

may not fit with the modeling of clinical event time series data which consists of many

sparsely occurring events.

Statistical parametric models are also used to model sparsely occurring temporal events.

Based on hidden semi-Markov models, Kapoor and others [91] attempted to model repetitive

music listening events. Trouleau and others [202] model video binge-watching behavior based

on a Poisson mixture model with latent factors. Kurashima et al. [100] predicted everyday

human actions from smart wearable devices with temporal point processes defined based on

Weibull distributions. On the other hand, a simple histogram based approach is used to

model inter-visit timing intervals for websites [1].

Med 1
Med 2
Lab 1
Proc 1

Classification 
model 

(e.g., SVM)

Next Event 
Prediction

Current time t

Summary Statistics 
about last 36 hours

Summary Statistics 
about last 12 hours

Summary Statistics 
about last 6 hours

Feature Mapping Functions (Templates)
(e.g., min/max/avg for real-valued values or counts for events)

Figure 18: Classical EHR event prediction model based on feature templates and classifica-

tion models method. Feature templates are defined as a set of feature functions that map

clinical time series to fixed-size vectors (summary statistics) and their combinations over

different aggregation time windows. The combinations of the summary statistics are fed to

a classification model for next event prediction.
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2.6 Clinical Event Time Series Modeling

In this section, we review major approaches for modeling clinical event-time series and

their respective patient-state representation. This includes models based on both classical

apriori defined featurizations of time series, as well as, recent automatic neural Deep Learning

architectures.

2.6.1 Classical Models for EHR Event Prediction

Many traditional works on modeling clinical event time series are either based on standard

classification models with a featurization scheme or based on probabilistic sequential models

such as standard Markov models, HMM, or LDS. We discuss the details of both approaches

below.

2.6.1.1 Approaches based on Feature Templates and Classification Models

Early works in EHR-derived event prediction tasks used special time series featurization

procedures in combination with classification models [71, 205]. Briefly, an event prediction

consisted of two steps: a time series featurization step and a classification step. The time

series featurization analyzed the time series of observations prior to the time of the prediction

and converted them to a fixed size feature vector. Standard classification models such as

support vector machine, logistic regression, naive Bayes, or decision tree were then built

directly on the new feature vectors.

The features representing time series in EHRs were often organized into expert defined

temporal feature-template sets [69, 70, 71, 205]. A collection of the temporal feature tem-

plates when applied to many different time series in EHR are then used to dynamically (at

any time) generate EHR time series summaries in terms of fixed-size feature vectors. As

shown in the Figure 18, this method transforms complex multivariate clinical time series

with either discrete and continuous-values into the fixed-sized vector representations. Dur-

ing the transformation, the method attempts to summarize dynamics of clinical time series,

and it may incorporate features such as last glucose measurement, recent trend for the latest
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glucose level, nadir and apex values, trends from the baseline values, and the elapsed time

since the last observation was made [71, 72]. Since this feature template method can repre-

sent complex dynamics of patient state, it is more suitable to build models for complex tasks

such as, prediction of different types of clinical events [162, 204, 205] or outlier detection for

clinical alerting [69, 70, 71]. We note that a number of variants and clones of this framework,

making additional assumptions or restrictions about the conversion to fixed feature vectors

exist. In general, the clones of the approach were successfully used to develop prediction

models for onset of neonatal sepsis [144], depression [78], dementia[147], type2 diabetes [143],

and for prediction of hospital readmissions [40, 166].

The temporal feature template method relies mostly on features developed by clinical

experts. However, we note that features supporting the prediction can be also learned from

data. One approach to do so relies on frequent pattern mining methods. Briefly, predictive

pattern mining methods [13, 15, 14, 145] aim to identify the patterns, formed by logical

combinations of observed inputs conditions that are able to predict with a high precision and

support the target event or events. Temporal predictive pattern mining [9, 11, 16, 17] permits

to relate the patterns in time, typically using temporal logic. In general, any predictive

pattern identified by the pattern mining methods can be thought of as a special feature that

helps to predict the target event. However, since the number of predictive patterns can be

large only a carefully optimized subset is typically needed and used to support the prediction

[9, 10, 11, 13].
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Figure 19: Clinical event prediction based on probabilistic latent state-space models,

such as hidden Markov models, linear dynamical systems. The transition between hidden

states and next event predictions are modeled through probability distributions.

2.6.1.2 Approaches based on Probabilistic Sequential Models

An alternative and more natural way of featurizing EHR-derived clinical event time series

data is to build sequential probabilistic models that can automatically build the summary

of past patient information from data, which is shown in Figure 19. This approach allows

us to remove the expert defined featurization process presented above, and replace it with

an automatic feature extraction and patient-state generation process.

There are many sequential models one can use to support EHR time series. Earlier

sequential models use Markov models to model transitions of patient states which are rep-

resented by simple observable clinical variables (e.g., presence of certain clinical conditions

or clinical outcomes). Although it was limited to represent complex patient state and its

transitions, Markov models have been used in various clinical applications such as medical

prognosis [20], simulating optimal timing of liver transplant [182], modeling patient com-

pliance with medication administration regimens [216], modeling cardiovascular events for

patients on antihypertensive treatment [187], estimation of survival probability for medullary
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thyroid cancer patients [49], and predicting replacement valve performances [43].

One issue with the standard Markov model is that it can model only the observable dis-

crete patient state. Due to this, its representational power is limited for modeling transitions

of complex patient states in EHR-derived sequence data. As introduced in Section 2.3.1 and

Section 2.3.2, latent state-space models resolve this issue by introducing hidden state. Hid-

den Markov model (HMM) and Linear Dynamical System (LDS) are two notable models

in this approach. Typically, the dimension of the hidden state is more compact than the

observable patient state since one goal of latent state-space models is to find a compact

representation that can encode important information about the past observation that is

needed to predict future behavior in time series. Hence, these models are suitable to build

prediction models for EHR-derived high-dimensional multivariate clinical event sequences.

HMM and LDS have been used for a wide range of applications including septic shock pre-

diction [57], early prediction of abnormal clinical events for chronic disease patients [55],

mortality prediction [203], predicting patient-ventilator asynchronies [146], and prediction of

heart failure decompensation events [163].

2.6.2 Neural (Deep Learning) Models for EHR Event Prediction

With recent advances in neural temporal models, the modeling of clinical event time series

has adopted deep learning-based approaches to predict future clinical event occurrences given

the history of longitudinal event sequences.

2.6.2.1 Approaches based on Word-to-Vector Models (Word2Vec)

The Word2Vec [22, 153] models are originally developed for computing distance between

words in a low-dimensional projected space in natural language processing (NLP). For the

training of the model, for example, in the Continuous Bag-of-Word (CBOW) algorithm [153],

the objective (loss) is set to minimize the probability distributions of a center (target) word

and its neighborhood (context) words for all words in documents of a training set. For the

Skip-gram [153] based approach, the context and target are switched to each other. Once

trained, the projection matrix, which is a learnable parameter of the model, is directly used
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to obtain a real-valued vector representation of the word.

For the clinical tasks, Word2Vec models have been adopted in a way that it gets a

sequence of clinical events instead of words in the text data. Specifically, for the CBOW-

based approach, recent events in a certain fixed-size history window are set as the context and

an event that occurs shortly after the history window is set as a target. Word2Vec models

are successfully applied to predict multivariate events on hospital visits [36] and diagnosis

prediction [53, 114]. Specifically, [36] used Skipgram to predict clinical events that happened

in neighboring (close past and future) visits given clinical event codes at the ”current” visit.

For architectural choice, the work uses a multi-layer structure first to merge embeddings of

clinical events of a visit at a lower-layer and then to comprehend embeddings of demographic

information at the next layer. In terms of clinical events, the work uses medical concepts

such as diagnosis, medication, and procedure codes. [53] used a simple variant of Skipgram

to predict diagnoses code at the next admission given sequence of context events at current

admission. For clinical events, it uses lab tests and prescriptions. The model is trained in

a way that the sum of context event embedding vectors should be close to an embedding of

the diagnosis code that happens in the next admission. The same method is applied to each

diagnosis code at the next admission. One drawback of the Word2Vec models is that they

usually cannot fully model the sequential information, as they treat the events in the past

equally when pooling (summing or averaging) past event embeddings. Besides, the size of

the neighborhood (context) window is limited to a certain number of events (e.g., 20 or 40).

Hence, those events that occur outside of the window cannot be used for modeling.
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Figure 20: EHR event prediction based on neural sequence models such as RNN or

LSTM. Compact representation of input is obtained by embeddings and transition between

hidden states and output are modeled through non-linear functions such as Sigmoid (logit)

function.

2.6.2.2 Approaches based on Neural Sequence Models (RNN/LSTM)

The sequence models based on RNN and LSTM [77, 213] resolve the problems by ab-

stracting and carrying information from each step of the past through hidden states, as what

is shown in Figure 20. As mentioned earlier in Section 2.4.1, at each time step, they recur-

rently update hidden states and for modeling of clinical event time series, the hidden states

can be corresponding to a real-valued (latent) representation of patient states or manage-

ment and action associate to the treatment of a patient. Another benefit of the RNN is that

it can model all events in the entire sequence without a length-span limit, unlike Word2Vec.

Hence, it has been deployed to various sequential clinical event modeling tasks.

Briefly, RNN and its variants have been successfully applied to many clinical event pre-

dictions such as medication prescriptions [6, 35], heart failure onset [39], readmission of

chronic diseases [158], outcome of kidney transplantation [51], disease progression of diabetes

[171, 173], mental health [169], and ICU mortality risk [224]. Specifically, [6] benchmarked
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performance of LSTM and Gated Recurrent Unit [34] models along with non-recurrent mod-

els such as random forests [28] on the task of predicting the next medication given a sequence

of ICD-9 diagnosis codes. Also, [39] benchmarked GRU with non-sequential models such as

SVM [200] and Multi-Layer Perceptron (MLP) for the task of predicting the onset of heart

failure given events such as disease diagnosis, medication orders, and procedure orders that

happened within a fixed observation window from longitudinal EHRs data. [35] used GRU

to predict diagnosis and medication at a next visit given a sequence of diagnosis codes, medi-

cation codes or procedure codes in previous visits. [51] used RNN to predict the outcomes of

kidney transplant operations, which were rejection of the kidney, loss of the kidney, or death

of the patient give a sequence of medications, lab tests along with and demographic and

static information about patients such as age, gender, blood type, weight, primary disease.

However, as mentioned in Section 2.4.5, RNN/LSTM could have difficulties in modeling

long sequences due to the path where the loss is transferred. The loss (training objective

function) is computed at the end of the sequence and the signal passed to parameters at

each time step through the long-unrolled path of Back Propagation Through Time (BPTT)

[214]. For RNN/LSTM, the maximum length of the sequence path is O(n) (where n is the

length of the sequence). The long path can hinder the proper transporting of loss signal and

also the training of parameters could be affected [76, 209].

2.6.2.3 Approaches based on Attention Mechanism and Transformer

By creating a direct path O(1) between the loss and any time-step in the unrolled path,

the attention mechanism resolves the issue. Briefly, for the clinical sequence modeling,

the attention mechanism has been applied to the treatment (medication) recommendation

[227], prediction of sequential diagnoses and heart failure prediction [37], and prediction of

in-hospital mortality, readmission rate, and length of stay [175] and in these works, attention-

based approaches consistently show outperforming results over RNN/LSTM based models.

Specifically, [227] developed a model that learns a mapping between a bag of diagnoses at a

visit (input) and a bag of medications at the same visit (labels). The relationship between

medications is modeled through attention mechanism and the relationship between medica-
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tions and diseases is modeled through a RNN-based decoder, which sequentially predicts the

most probable medication at a step. Interestingly, [37] used attention mechanisms to com-

prehend prior knowledge in medical ontology for sequence prediction. In detail, the authors

developed a sequential diagnosis prediction model that predicts all diagnosis categories in

the next visit. The model uses the attention mechanism over a tree-like structured knowl-

edge graph (ICD-9 diagnoses code ontology) to compose a representation of a leaf diagnosis

code as a weighted average of ancestor nodes. Leveraging prior knowledge in ontology to led

better predictability compared to GRU-based baseline models. While [175] did not specifi-

cally predict clinical events such as medications or diagnosis codes, it benchmarked RNNs

and the attention mechanism based methods on the prediction of important clinical outcome

measures such as in-hospital mortality, readmission rate, and length of stay. They set the

prediction to be made every 12 hours on a longitudinal large-scale EHR-based event time

series, which consisted of about 2M patients from two major hospitals.

More recently, Transformer-based models with self-attention mechanism are used to rep-

resent patient states and dynamics [117, 177, 179, 195]. Specifically, [179] adapts bidirec-

tional encoder representations from transformers (BERT) [46] for disease prediction task.

[117] uses Transformer to predict the next mostly likely diseases in one’s future visits. [177]

built a Transformer-based model to predict incident heart failure. [195] demonstrated the

competence of self-attention mechanism for predicting mortality and length of stay.

2.7 Personalized Clinical Machine Learning Models

The problem of fitting patient-related outcomes and decisions as close as possible to the

target individual has been an essential topic of recent biomedical research and personalized

medicine. We briefly list several approaches that build personalized machine learning models

for clinical data in the following.
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2.7.1 Subpopulation Models

One classic personalization approach identifies a small set of traits or features that help

to define a subpopulation (patient subtype) the patient belongs to, builds a model for the

subpopulation, and applies it if a patient from that subpopulation is encountered.

A straightforward way to define a subpopulation is to use initial clinical observations and

demographics. For example, Afrose et al. [2] and Barda et al. [7] create patient subgroups

with demographic traits such as race and age. They used the patient subpopulation to solve

the data imbalance problem for underrepresented groups in predicting clinical outcomes

such as mortality and length of stay. They first learn subpopulation-specific adjustment bias

values for calibration purposes. Then, a model’s classification outputs are adjusted based on

the learned bias values.

Another approach to defining patient subpopulation is to use clustering methods. For

complex clinical data with various types of features, this method has the advantage that it

can reveal the latent (hidden) structure and relationship regardless of the complexity of the

data representation. In addition, a clustering method can be used for any data representation

where the distance metric (or equivalently similarity measure) between data points can be

defined.

Many earlier works on this approach focused on clustering static patient representation

such as demographics and symptoms of disease [105, 116, 170, 207]. More recent work focus

on clustering longitudinal patient representation such as trajectories of biomarkers of kidney

function [134], opioid usage [155], or lab test orders [190]. Since this approach considers

dynamic changes of clinical features in the data, the discovered patient clusters provide a

valuable opportunity for clinical data analysis, such as understanding disease progression

[134, 190] or developing more accurate prediction models [155]. For clustering, many earlier

works directly use K-means, DBSCAN, or hierarchical clustering algorithms on the top of

the features [48, 134, 155, 190], and recent works use deep learning based methods to obtain

more compact feature representation over the complex clinical data [19, 226].
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2.7.2 Patient-specific Models

A more flexible approach to personalized clinical models is to develop patient-specific

models that can identify the subpopulation of patients relevant to the target patient by

using a patient similarity measure and then build and apply the patient-specific model online

whenever the prediction is needed [54, 181, 210].

Another approach to developing patient-specific models is to use probabilistic sequen-

tial latent variable models such as Gaussian Process [184] and Hidden Markov Model [188].

These models have a certain probabilistic form, such as Gaussian distribution for real-valued

observations. The parameters for the probability distribution (e.g., mean and variance for

Gaussian distribution) are learned during the training process. To build a personalized

probabilistic latent variable model, patient-specific terms are added to the probability distri-

bution parameters. This approach has shown good performance for predicting lab test value

(trajectory) of lung disease patients [184] and future complications of Parkinson’s disease

[188].

2.7.3 Online Adaptation Methods

However, in many sequential prediction scenarios, the models that are applied to the

same patient more than once create an opportunity to adapt and improve the prediction from

its past experiences and predictions. This online adaptation lets one improve the patient-

specific models and their prediction in time gradually. The standard statistical approach

can implement the adaptation process using the Bayesian framework where population-

based parameter priors combined with the history of observations and outcomes for the

target patient are used to define parameter posteriors [24]. Alternative approaches for online

adaptation developed in literature use simpler residual models [127] that learn the difference

(residuals) between the past predictions made by population models and observed outcomes

on the current patient. Liu and Hauskrecht [127] learn these patient-specific residual models

for continuous-valued clinical time series and achieve better forecasting performance.
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2.7.4 Online Switching Methods

The online switching (selection) method is a complementary approach that has been

used to increase the prediction performance of online personalization models by allowing

multiple (candidate) models to be used together [120, 189]. At each time in a sequential

process, a switching decision is made based on the recent prediction performance of each

candidate model. For example, for continuous-valued clinical time series prediction, Liu and

Hauskrecht [129] have a pool of population and patient-specific time series models, and at

any point in time, the switching method selects the best performing model.
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3.0 Modeling Clinical Event Time Series with Recent Temporal Mechanisms

3.1 Introduction

As mentioned in Section 1.4, modeling EHR-based event time series imposes several

challenges due to heterogeneous temporal dependencies. Particularly in this chapter, we

propose to tackle the challenge of different temporal characteristics in the time series by

developing a novel autoregressive time series model that compiles multivariate event time

series using multiple temporal mechanisms that cover different temporal characteristics of

EHR-based event time series: The patient information from longer-term distant past is

abstracted through hidden states of the neural abstraction module that is based on Long

Short-term Memory (LSTM) [77]. The recent information on the patient state is compiled

by recent context module that projects the recent event information into discriminative

space.

To evaluate our model, we use the real-world clinical data derived from EHRs of critical

care patients in the MIMIC-III database [89]. The clinical events considered in this work

correspond to multiple types of events, such as medication administration events, lab test

result events, physiological result events, and procedure events. These are combined in

a dynamically changing environment typical of intensive care units (ICUs) with patients

suffering from severe life-threatening conditions. Through rigorous evaluations on MIMIC-III

data we show that our model outperforms multiple baseline models in terms of the quality of

event predictions. To provide further insights into its benefit and prediction performance, we

also split the results with respect to different types of clinical events considered (medication,

lab, procedure, and physiological events), as well as, based on their recurrence patterns,

again showing the superior performance of our model.
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Figure 21: Architecture of the proposed model. Multivariate event time series (y1, . . . , yt) are

processed by two information channels: recent event information is processed through the

recent context module and history information is processed through the neural abstraction

module.

3.2 Methodology

As Figure 21 shows, different temporal aspects of information from the multivariate

event time series (y1, . . . , yt) are processed through different mechanisms. At a high level,

information from distance past is abstracted and carried through the hidden states of the

LSTM-based neural abstraction module. Information from a recent context is processed

through the context module. The model combines two channels of information and outputs

the probabilities of multivariate event occurrences of the next time step. In the following,

we describe each module in detail.

3.2.1 Neural Abstraction Module

LSTM models are being successfully used to model time series with the help of hidden

state vector, allowing one to summarize in the hidden state information from a more distant

past. At a glance, at each time step of a sequence, LSTM gets current (event) input and

updates its hidden states. The hidden state then generates signals for the next hidden state,
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as well as, predictions for the occurrence of events in the next time-step.

In detail, at each time step t, events in the input sequence represented as multi-hot vector

yt are processed and mapped to a real-valued vector zt through embedding matrix W emb:

zt = W (emb) · yt. Then, given the processed input zt and previous hidden states ht−1, LSTM

updates hidden states ht through the update rules defined in Equation (9)-Equation (11):

ht = LSTM(zt, ht−1) (18)

3.2.2 Recent Context Module

When properly trained, the hidden state in the LSTM module can be sufficient to rep-

resent and model future behaviors of event time series by abstracting dependencies of past

and future events. However, to be trained properly, LSTM (or any deep-learning based

models) requires large amounts of training instances. In the clinical domain, obtaining large

amounts of clinical cases (e.g., rarely ordered medication or lab tests) is hard in general.

This constraint may deter us to train LSTM for predicting rare clinical cases. Meanwhile,

for certain clinical event categories such as medications, the future occurrence of an event

may highly depend only on the most recent events, and not distant past. Hence incorporating

this information through the hidden state of LSTM does not make much sense. To address

the above issues, we propose to distinguish and model two sources of information from past

event sequence: (1) the abstracted information of past event sequence through hidden states

of LSTM representing more distant past and (2) the specific information about event occur-

rences in a very recent context window. The recent context module serves to capture and

process the recent event information. Briefly, the recent event at the current time step t is

in multi-hot vector yt and it is incorporated into the model through a linear transformation

to model:

bu = Ws · yt + bs (19)

bs can be seen as additional bias term that reflects recent event occurrence information.
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3.2.3 Combining Predictive Signals

Final prediction for event occurrence is made as follows:

σ(Wout · ht + bout + bu) (20)

where Wout ∈ R|E|×(h) and bout ∈ R|E| are parameters of the linear transformation of the vec-

tor combining the two signals. The proposed predictor combines information on distant past

from LSTM’s hidden states and the recent state (most recent events) information as an addi-

tional recent bias term. The addition of the recent bias can be seen as adjusting information

from LSTM’s hidden states with other information from recent event occurrences.

3.2.4 Parameter Learning

The parameters of the model are learned by backpropagation through time (BPTT) [214]

with an adaptive stochastic gradient descent based optimizer (Adam) [97]. For loss function

L, we use binary cross entropy between the prediction vector ŷt and the true event occurrence

vector yt over all sequences in the training set and 1 denotes a vector filled with 1s:

L =
∑
t

−[yt · log ŷt + (1− yt) · log(1− ŷt)]

3.3 Experimental Evaluation

In this section, we evaluate the performance of our new autoregressive model on MIMIC

III data [89] and compare it with alternative baselines.

3.3.1 Clinical Data

We test the proposed model on MIMIC-III, a clinical database generated from real-world

EHRs of intensive care unit patients [89]. We extract 5137 patients from the database by

applying the following selection criteria: (1) adult patients, with age is between 19 and 99

(2) patients with length of ICU is between 48 and 480 hours, and (3) patients with records
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represented in the Meta Vision, one of the systems used to generate MIMIC-III dataset.

Except for these criteria, we do not filter out any patient in order to test our model across

the general patient pool regardless of disease, symptoms, or conditions. We split the patients

into the training and test sets with a ratio of 8:2.

For the sake of the robust experimental evaluation, we build 10 different train-test data

splits by randomly shuffling the patients before splitting. We report averages over these 10

different splits.

3.3.2 Feature Preparation

We generate discrete-time event time series by segmenting all EHR sequences with three

window sizes (W=6,12,24 hours). As mentioned in Section 2.1, at each step of a window

segment, the input yt is formed by aggregating all types of events in the window as a

multi-hot vector and the prediction target yt+1 is formed as a multi-hot vector of events

that occurred in the next window segment. EHR contains thousands of different clinical

event types. For efficient modeling we use clinical events that are representative of patient

conditions and clinical actions. With this regard, we use four clinical event categories:

medication administration events, lab results events, procedure events, and physiological

result events. Recent studies in clinical event prediction for EHR data show that using

occurrence information (presence/absence) of laboratory tests is more informative than using

the measured values of laboratory tests [3, 191]. Hence, for the lab test and physiological

results events, we use occurrence information of each event instead of the values of the

observation. For medication, lab, and procedure event categories, we filter out those events

observed in less than 500 different patients. For physiological events, we select 16 important

event types with the help of a critical care physician.

Further, for each of 10 splits, we filter out those events that are not observed in both

train and test sets. The number of resulting events (|E|) is 282. The Table 1 shows relevant

data statistics collected from the train set.
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Category Medication Procedure Lab test Physio signal

Cardinality 64 44 155 19

Num. of occurrences 59K 53K 308K 181K

Proportion of positive label 5.8% 7.6% 12.7% 60.9%

Table 1: Clinical data statistics by event categories (W=6). Proportion of positive label is

computed as of the frequency of the event occurrences in the segmented 6-hour time windows.

3.3.3 Baseline Models

We compare our model with multiple baseline models that are able to predict events for

multivariate event time series given their previous history. The baselines are:

• Logistic regression based on the recent history information (LR-Recent) pre-

dicts the next event occurrence yt+1 using the current events yt. The model is defined by

a linear transformation with the sigmoid output function: ŷt+1 = σ(Wlr · yt + blr),Wlr ∈

R|E|×|E|.

• Logistic regression based on the full history (LR-Binary): aggregates all event oc-

currences from the complete past event sequence and represents them as a binary vector.

The vector is then projected to the prediction of yt+1 by using the same parameterization

as the above model.

• Logistic regression based on the hidden states from LSTM (HS): predicts yt+1

based on the hidden states of the LSTM in Equation (18). Linear transformation with

sigmoid activation function is used similarly to the above models.

• Reverse-Time Attention Mechanism (RETAIN): RETAIN is a representative work

on using attention mechanism to summarize clinical event sequences, proposed by Choi

et al. [38]. It uses two attention mechanisms to comprehend the history of GRU-based

hidden states in reverse-time order. For multi-label output, we use a sigmoid function

at the output layer.

• Logistic regression based on convolutional neural network (CNN): This model

uses CNN to build predictive features summarizing the event history of patients. Fol-
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lowing Nguyen et al. [159], we implement this CNN-based model with a 1-dimensional

convolution kernel followed by ReLU activation and max-pooling operation. To give

more flexibility to the convolution operation, we use multiple kernels with different sizes

(2,4,8) and features from these kernels are merged at a fully-connected (FC) layer.

The proposed model that combines the two sources of information (Hidden States from

LSTM and Recent Context State) is referred to as HS-RC.

3.3.4 Evaluation Metrics

We evaluate the quality of predictions by calculating the area under the precision-recall

curve (AUPRC). AUPRC is known for presenting a more accurate profile on performances

of models under a highly imbalanced dataset [183]. Due to the nature of EHR-derived time

series data, our dataset is highly skewed to negative examples as shown in Table 1.

The reported AUPRC values (for the different methods) are averaged over all target

events and over test sets defined by 10 different train/test splits.

3.3.5 Implementation Detail

For the experiments, we use embedding size 64 and fixed learning rate=0.005 and mini-

batch size=256. The size of the LSTM’s hidden states is determined by internal cross-

validation set with ranges of (64, 128, 256, 512). To prevent over-fitting, L2 weight decay

regularization is applied to all models and the weight is also determined by the internal

cross-validation.

3.3.6 Experiment Results

Figure 22 summarizes prediction results for all event types for three window sizes (W =

6, 12, 24) by averaging AUPRC obtained on our model and baselines. We observe that

our model, HS-RC, dominates in smaller window segments W=6, 12 and is no worse than

its component models in larger window segments W=24. Also, note that AUPRC results

for larger window sizes are higher. This is expected since segmentations based on larger
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Figure 22: Overall prediction results. The results show average test AUPRCs over all events

and 10 different random train-test splits.

window sizes lead to higher priors for the occurrence of the events. When the window size is

W=24, the performance of the LR-Recent model approaches close to HS-RC. On the other

hand, the performance of the LR-Recent on smaller window sizes deteriorates rapidly. This

suggests that our model, HS-RC, learns to pick up important predictive signals between

recent context and hidden states (that could get information from long past), depending on

the best predictive information given current window segmentation setting. It also suggests

that most of the important information for predicting future clinical events comes from the

recent 24 hours. This finding can be also partly explained by the fact that many events

(such as drug administrations or lab orders) are repeated every 24-hours, hence once they

are observed they are most likely to occur also in the next time window. In terms of pure

HS model, the difference from HS-RC model is more visible across all window sizes, but HS

contributes to HS-RC predictions visibly more for small window size (W=6), which is in line

with the observed reduced benefit of LR-Recent model for that window size.
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3.3.6.1 Analysis of Results based on Event Categories

To analyze the experiment results further, we next break the evaluation results down by

inspecting the predictive performances of the models for the four different event categories:

medication events, lab events, physiological events, and procedure events. The results are

shown in Figure 23. We can see that on medication administration prediction, the predictive

signal from the recent context (LR-Recent) is much higher than the signal from hidden states

of LSTM (HS) for larger window sizes (W = 12, 24). But at shorter window sizes (W = 6)

we see that hidden states of LSTM show better predictability than recent context. This

could be caused by fine granular and much longer sequences resulting from shorter window

sizes (W = 6). Under this situation, long-term information brought by hidden states is more

valuable to make the prediction for the next medication event. One important fact is that

regardless of different window sizes, our model (HS-RC) is able to fuse the information from

both channels and shows the best predictability.

For lab test results prediction, our model also dominates across all time windows. For

W = 24 time window, as we could expect, the more predictive signal is from recent context

(LR-Recent) than hidden states of LSTM (HS). But at shorter time windows (W = 6, 12),

the contribution from hidden states seems much higher than ones from recent context.

On physiological signal prediction, the performance gap between recent context, hidden

states, and our model is overall smaller than other event categories. At the same time,

the overall predictability of all models is higher than other event categories. This could be

the case that many event types in the physiological signal are ones that are from bedside

monitoring devices and they have more regular occurrence patterns from a repeated collection

of the signals.

On procedure event prediction, recent context (LR-Recent) shows higher predictability

than hidden states (HS) across all time windows. Interestingly, the performance of hidden

states from LSTM deteriorates quickly as we have larger time windows. It might be a

case that regardless of the window sizes, recently occurred events bring the most important

information to predict the next procedure event. At the same time, as we have larger time

windows (e.g., W = 24), contents in hidden states from LSTM are packed with non-essential
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signals for predicting procedure events. Since our model training scheme and prediction task

is to predict all different types of clinical events at the same time, this could be the reason, and

this also shows the competency of our proposed model that is capable of referring information

signals from channels that cover different time ranges: one from recently occurred contextual

events and another from long-term past events in history.

3.4 Summary

In this chapter, we showed the importance of processing multivariate event time series

with different temporal mechanisms that aims to process different temporal aspects of the

time series. Information related to distant past is modeled through the hidden state space

defined by LSTM and information on recently observed clinical events is modeled through

discriminative projections. We show that our model equipped with the two information

channels leads to improved prediction performance compared to the baselines by learning to

pick up information from the best predictive source.
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Figure 23: Prediction results by the event type category
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4.0 Modeling Clinical Event Time Series with Recurrent Temporal

Mechanisms

4.1 Introduction

One important characteristic of EHR-based event time series is that they are often peri-

odic and events are repeated regularly in time. For example, some medications are admin-

istrated with certain periodicity due to the nature of the medication’s dosage regime. Since

periodic or quasi-periodic events are quite frequent in EHRs, in order to define highly accu-

rate event prediction model the periodicity of the events and their occurrences need to be

adequately modeled. One approach to modeling the periodicity of the time series is to rely

on the hidden states of RNN/LSTM. However, when the number of the different periodic

events in the EHR is large, it is not feasible to expect the model will be able to cover all

periodic events using the same hidden state. To address the issue, we propose a novel yet

simple mechanism to enhance the handling of periodic events and incorporate them into the

prediction. The patient information from repeatedly occurring events is modeled through

periodicity module that consists of an external memory that stores observed temporal

characteristics of many periodic events and uses them to derive a new periodicity-aware sig-

nal to further enhance event predictions. At the time of the prediction, the module calculates

how much time has elapsed since the latest occurrence of the event of the same type, and

based on the prediction window size and information stored in the memory of past event

gaps, it predicts the probability of the signal to be repeated in the next prediction window.

The main advantage of the approach is that it is modular and can be used in combination

with other patient history summarization mechanisms. In the chapter, we model and predict

future events of the multivariate clinical time series based on combination of the periodicity

module with the modules introduced in Chapter 3, neural abstraction module and recent

context module. With the combination of the modules, our model is capable of summa-

rizing and utilizing different aspects of complex clinical event time series toward accurate

prediction of future event occurrence.
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4.2 Methodology: Periodicity Memory Module

Many events in the EHR-based multivariate event time series occur periodically. For

example, administrations of various medications occur with certain periodicity due to the

nature of the medication administration dosage regime. Figure 27 shows the distribution of

time gaps between two consecutive administration events for one of the medications with a

typical period of 12 hours.

One approach to modeling the periodicity of the time series is to rely on the hidden states

of RNN/LSTM. Briefly, if the RNN is properly trained, it could figure out sufficient statistics

and counting processes needed to drive periodic signals. However, when the number of the

different periodic events in the EHR is large, it is not feasible to expect the model will be

able to cover all periodic events using the same hidden state (of limited size). To prevent

this from happening, we propose a simple mechanism to enhance the handling of periodic

events and incorporate them into the periodicity module. Briefly, the new module relies on

a memory that stores observed temporal characteristics of many periodic events and uses

them to derive a new periodicity-aware signal to further enhance event predictions, and this

at any time, and for any prediction window size.

In a nutshell, our module uses memory that stores gaps (time differences) observed for

pairs of two consecutive events of the same type (a) for all past patients and (b) for the

current patient. At the time of the prediction for the current event time series, the module

calculates how much time has elapsed since the latest occurrence of the event of the same

type, and based on the prediction window size and information stored in the memory of past

event gaps, it predicts the probability of the signal to be repeated in the next prediction

window. As noted earlier, two different sources of information are used: (a) event gaps for

the current patient and (b) compiled event gap distributions obtained from time series of

past patients in the training set. We describe the event prediction mechanisms in more detail

in the next subsections.
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4.2.1 Event Prediction Based on Recent Event Gap for the Current Patient

The periodicity module models periodicity of individual patient’s event stream and uti-

lizes it for predicting the next occurrence of each event type. To predict the future occurrence

of event e ∈ E for the current patients, we use two periodicity-related statistics:

• Recent interval (ζ), that is a time period between the two most recent occurrences of

the event e in the current event stream:

ζet = τ et − τ et−1

where τ et and τ et−1 are timings of the two most recent occurrences of the event e in the

current event stream (that is, events closest to current time t).

• Elapsed time (ε) that is the time elapsed from the last occurrence of the event e in the

current stream:

εet = t− τ et

where t denotes the current time.

With the above two statistics, the model outputs patient-specific periodicity-based pre-

diction pet for event e and the prediction window of size W : as

pet =

1 if εet < ζet < εet +W

0 otherwise.

(21)

One drawback of this approach is that it cannot make predictions until it observes the

first two occurrences of events (τ1 and τ2). In addition, the recent interval statistic keeps

only recently observed time gap between the two consecutive events for the current patient

and hence its predictions may become inaccurate. To address this issue, we rely on event

gap statistics and their distribution as obtained from the training patient set.

4.2.2 Event Prediction Based on Event Gap Distribution of Past Patients

The probability distribution of event gaps (time differences between two consecutive

events) for each individual event type can be compiled from across all patients in the training
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Figure 24: Event gap distribution and calculation of the probability of future event oc-

currence. Event gap distribution is formed by summarizing event gaps observed in time

series of past patients and compiling them into a (normalized counts) histogram. The event

prediction for the current time t and prediction window W is made by calculating the his-

togram probability mass defined by the time elapsed since the last event and the size of the

future prediction window (sum of probabilities inside yellow solid line) and by normalizing

it with the remaining probability mass defined by current time and onward time (sum of

probabilities inside green dotted line).
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set and represented (non-parametrically) in a histogram structure. Figure 24 illustrates such

a histogram.

To predict the probability of occurrence of the next event e in the prediction window

W for the current patient’s time series, the histogram structure, the time elapsed since the

most recently observed event εet , and size of the prediction window W are considered. To

do so, we define a function mass(ta, tb) that returns the probability mass between two time

points [ta, tb] (such that ta < tb) when projected on the histogram. Then, the signal ret

predicting the probability of the next event occurrence within the next time window based

on the histogram probabilities is defined as follows:

ret =
mass(εet , ε

e
t +W )

mass(εet ,∞)
(22)

This process is illustrated in Figure 24. Briefly, the numerator reflects a probability of

observing the next event from the current time (projected on the event gap histogram using

the elapsed time since the most recent event time) to the new time defined by the window

size W . The denominator defines a normalizer that takes into account the fact that no event

has been seen during the time period defined by the elapsed time and basically corresponds

to the probability of observing the event from the current time till the infinity. We assume

that ret = 0 if there is no prior occurrence of the event e.

4.2.3 Combining Predictive Signals

To summarize and utilize different aspects of complex clinical event time series, we ag-

gregate information from multiple modules. As shown in Figure 25, we combine information

from the periodicity module with distant past information from the neural abstraction mod-

ule and recent information from the recent context module introduced in Chapter 3.

More specifically, the prior memory-based periodic signal pet (Equation (21)) and current

patient-specific periodic signal ret (Equation (22)) are combined with the hidden states vector

ht (Equation (18)) and the recent context vector bu (Equation (19)) from Chapter 3. With

these predictive signals ready, we compute final output of the model as follows: First, we
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Figure 25: Architecture of the proposed model. Based on the architecture proposed in

Chapter 3, information on recurring events are specifically modeled through the periodicity

memory. With the periodicity memory module, we model different temporal aspects of infor-

mation in the multivariate event time series (y1, . . . , yt−1, yt) more comprehensively through

the three different mechanisms: neural abstraction module for modeling long-term depen-

dencies, recent context module for modeling recent dependencies and periodicity memory

modules for modeling dependencies on previous recurrent event occurrences.
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compute event-specific intermediate output õe:

õe = (W e
out · [ht, pet , ret ] + beout)

where W e
out ∈ R1×(h+2) and beout ∈ R are parameters of the linear transformation of the vector

combining all signals. The final output for next event occurrence is computed as follows:

ŷt+1 = σ([õ1, ..., õ|E|] + bu) (23)

The proposed predictor combines information on distant past from LSTM’s hidden states

and event gap-based information from periodicity module through concatenation and impor-

tant signal for each event e is selected through linear regression parameterized with W e
out, b

e
out.

Then, the recent state (most recent events) information is added as an additional recent bias

term to adjust information from LSTM’s hidden states and the periodicity module with

information from recent event occurrences.

4.2.4 Parameter Learning

As discussed in Chapter 3, the parameters Wout, bout and the parameters of the neural

abstraction and recent context modules are learned through an adaptive stochastic gradient

descent based optimizer (Adam) [97] with binary cross entropy for the loss function. For the

prior event gap distribution, the parameter is learned nonparametrically by counting and

normalizing the histogram bins of each event-type.

4.3 Experimental Evaluation

In this section, we evaluate the performance of the proposed model on MIMIC III data

[89] and compare it with baseline models introduced Chapter 3. Likewise, details of the

experimental setup (including clinical data, feature preparation, baseline models, and evalu-

ation metrics) are identical to the experiment setup introduced in Section 3.3 of Chapter 3.
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Figure 26: Overall prediction results. The results show average test AUPRCs over all events

and 10 different random train-test splits.

4.3.1 Experiment Results

Figure 26 summarizes prediction results for all event types for three window sizes (W =

6, 12, 24) by averaging AUPRC obtained on our model and baselines. We can clearly see,

that our model, HS-RC-PM, outperforms all baselines with a clear margin in all window

segmentation settings.

Analyzing the results in Figure 26 by looking at the performance gap between HS-RC-PM

and HS-RC, we can clearly see the added benefit of the periodicity module to the prediction

performance since the two models differ exactly in the inclusion of that module. Digging

deeper to understand this difference, Table 2 shows AUPRCs for some events in which HS-

RC-PM brings remarkable enhancement in the predictive performance compared to HS-RC.

Figure 27 shows the distribution of event gaps for these events (events in Table 2). Indeed, it

is no surprise to observe such a performance improvement given strong periodicity in events.

The events with clear periodic occurring behavior translate to the largest performance gap

between HS-RC-PM and HS-RC.
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4.3.1.1 Analysis of Results based on Repetition Patterns

The overall results showed the performance boost from the inclusion of the periodicity

module. To further verify the effectiveness of the module across all events, we divide the

event time series based on the number of previous events occurrences for each event type

and compute the performance for each group. Briefly, we divide the event time series into

three groups: (G1) time series with no previous event occurrences (from the beginning till

the event occurs the first time), (G2) one previous event occurrence (after the event is

observed first time till it is observed the second time), and (G3) two and more previous

event occurrences (after observing the event second time and to the end of the time series).

When properly trained, it is expected that the performance gap between HS-RC-PM and

HS-RC should be visible for groups G2 and mainly for G3, since the periodicity module is

not able to generate any relevant signal until it gets the first event occurrence (case G1).

Figure 28 shows the results for these three groups.

As expected, the performance gap between HS-RC-PM and HS-RC is widened at G2 as

we expected. This clearly reflects the value of the information on periodic events compiled

through periodicity memory. Also, differences in the gap between HS-RC-PM and HS-RC in

Figure 28b (G2) and Figure 28c (G3) shows how the patient-specific recent interval could

be informative toward accurate prediction of the time series.

4.3.1.2 Analysis of Results based on Event Categories

To analyze the experiment results further, we next break the evaluation results down

by inspecting predictive performances of the models for the four different event categories:

medication events, lab events, physiological events, and procedure events. The results are

shown in Figure 43. Clearly, HS-RC-PM consistently outperforms baseline models across all

event categories in AUPRC statistics.

Notably, in the medication administration category, the performance gap between HS-

RC-PM and other baselines is greater. It shows the periodicity module picks up the impor-

tant signal on periodically occurring events. In ICU, medications often follow periodic or

quasi-periodic administration regimes.
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Event HS HS-RC HS-RC-PM

[Med] Fluconazole 1.98 2.20 34.54
[Med] Ceftriaxone 5.40 4.79 33.02
[Med] Levofloxacin 3.27 3.27 26.80
[Med] Azithromycin 1.94 2.09 25.04
[Med] Ciprofloxacin 26.97 28.46 50.82
[Med] Metronidazole 52.78 49.43 70.86
[Med] Acyclovir 32.13 31.00 51.63
[Med] Cefazolin 43.69 41.50 60.74
[Med] Cefepime 36.55 35.82 54.38

Table 2: Performance on top 9 events with largest gap between

HS-RC and HS-RC-PM (W=6)
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Figure 27: Histograms of inter-event gaps of two consecutive occurrences of the top perform-

ing events shown in Table 2
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Figure 28: Prediction results based on the number of previous events seen
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Figure 29: Prediction results by the event type category
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4.4 Summary

In this chapter, we showed the importance of modeling periodic (repeated) events for

predicting multivariate clinical event time series, in addition to modeling long term and

recent events through the two modules introduced in Chapter 3. More specifically, we model

periodic (repeated) events using a special external memory mechanism based on probability

distributions of inter-event gaps compiled from past data. By combining predictive signals

from the three modules, we enhance the modeling of multivariate event time series with

different temporal mechanisms that aim to process different temporal aspects of the time

series. We show that our model equipped with all the above temporal mechanisms leads to

improved prediction performance compared to multiple baselines.
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5.0 Modeling Clinical Event Time Series with Multi-scale Temporal Memory

5.1 Introduction

One challenging issue related to predictive EHRs representations that have not been

adequately addressed is how to properly model temporal dependencies among many different

clinical events. More specifically, individual event time series in EHRs may have a different

temporal dependency with respect to precursor events. Briefly, some events may strongly

dependent on recently occurred events. For example, an administration of phenylephrine

depends on the occurrence of hypotension (low blood pressure state) in connection with

recent intubation. Lee and Hauskrecht [108] show that modeling such short-term dependency

can improve the predictability of multivariate future events. However, other events may

depend on more distant events. For example, valve replacement surgery in the distant past

may impact the necessity of warfarin treatment. While neural temporal models (RNN or

LSTM) can in principle model these long-range dependencies, the recurrent computations

can easily dilute and attenuate such information in the hidden state [167]. In this chapter,

we address the problem of modeling long-term dependencies in multivariate clinical event

time-series by proposing a new type of information channel linking events in a distant past

with the current prediction time. Through a novel mechanism called Multi-scale Temporal

Memory (MTM), information about previous events on different time-scales is compiled and

read on-the-fly for prediction through memory contents. The main benefit of this approach

is that it is a modular and predictive signal from this module that can be combined with

predictive signals from other patient state summarization modules.

We demonstrate the efficacy of MTM by combining it with different patient state sum-

marization methods that cover different temporal aspects of patient states, including recent

context module Chapter 3, recurrent temporal mechanism Chapter 4, and hidden states of

LSTM [77]. We test the proposed approach on real-world clinical event time-series. We

compare predictive performance (i.e., AUPRC) of the proposed combined approach with

baseline models. We demonstrate that the combined approach is 4.6% more accurate than
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Figure 30: MTM summarizes past history with multiple temporal scales

the best among the baselines and it is 16% more accurate than prediction solely through

hidden states of LSTM.

5.2 Methodology

We propose Multi-scale Temporal Memory (MTM), a new neural temporal based model

that summarizes a clinical event history and generates a predictive signal for occurrence and

non-occurrence of future multivariate clinical events.

5.2.1 Multi-Scale Temporal Memory

MTM summarizes patient history using multiple information channels where each chan-

nel covers the history in different temporal scales. We hypothesize that information on past

event occurrences on different time range may have different importance for predicting future

event occurrence. To process patient history on multiple time scales, MTM segments the

patient history into three folds as shown in Figure 30: distant past (e.g., from the beginning

of admission to 72 hours before current time), recent past (e.g., within 24 hours from current

time), and ”intermediate past” (time range between boundaries of distant past and recent

past). Contents of the memory are composed based on the types of events that occurred in

each segmented window. Then, considering factors about current patient states, the model

reads contents of the multi-scale memory and generates a predictive signal that will be com-

bined with other neural temporal mechanisms that cover different aspects of clinical event

78



time-series to generate a final prediction for next multivariate events. In the following, we

describe MTM in detail and the neural framework for the next multivariate events prediction.

time𝒚" 𝒚#
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“Distant past” “Recent past”“Intermediate past”

𝒑( 𝒑)𝒑*
Aggregate & binarize

𝒛( 𝒛* 𝒛)

𝒈(

𝒉#
Hidden states

at current time

𝒚#
Input at

current time

⨀
𝒈*

𝒉#

𝒚#

⨀
𝒈)

𝒉#

𝒚#

⨀

Memory contents

Reading gate

∑

Element-wise multiplication

Predictive signal
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Figure 31: Overview MTM’s architecture: Given a sequence of multivariate patient state

history y1, . . . ,yt, we (1) aggregate and binarize past history by each time-scale p∗, ∗ ∈

{D, I,R}, (2) compose memory contents z∗, (3) compute reading gate g∗, (4) read memory

contents referring reading gate and merge contents of multi-scale temporal memory, and (5)

make a predictive signal ct for neural prediction module.

5.2.1.1 Composing Memory Contents

Given a segmented patient history (depicted in Figure 30) on multiple time-scales, we

compose memory contents for each time-scale with the following steps: (1) We aggregate

patient states vectors {yi}i of each temporal segment ∗ ∈ {D, I,R} into a single multivariate

vector p∗ through binarization. {D, I,R} denote distant, intermediate, and recent pasts

respectively. (2) We compose contents of the memory z∗ ∈ R|E| through linear projection
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followed by non-linear activation:

z∗ = tanh (W∗p∗ + b∗) (24)

where W∗ ∈ R|E|×|E| and b∗ ∈ R|E| are trainable parameters for each time-scale. Through

linear projection with W∗, we extract information about the events that occurred in a specific

temporal segment.

5.2.1.2 Reading Memory Contents

To comprehensively determine the amount of memory contents to be read for each pre-

diction task (multivariate target events), MTM computes reading gates g∗ ∈ R|E| considering

three factors: (1) current patient state reflected on input yt, (2) recent dynamics of patient

state reflected on hidden states ht from LSTM, and the contents of the memory itself z∗.

g∗ = σ(Whht + Wyyt + W̃∗z∗) (25)

where σ denotes logistic sigmoid activation function and Wh ∈ R|E|×r,Wy ∈ R|E|×|E|,W̃∗ ∈

R|E|×r are parameters to learn and r is dimension of hidden state. The predictive signal

ct ∈ R|E| is computed as a linear combination of reading gates and memory contents for each

temporal scale:

ct = gD � zD + gI � zI + gR � zR (26)

where � is element-wise multiplication.

5.2.2 Neural-based Prediction Framework

We combine the predictive signal from MTM with additional patient history summariza-

tion methods that cover different temporal aspects of patient states. We use recent-context

module [108] in Chapter 3, recurrent temporal mechanism [109] in Chapter 4 and hidden

states of LSTM. Briefly the recent-context module projects current time-step input yt to

a target event space with a learnable parameters Wr ∈ R|E|×|E| and br to get the ”recent
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bias” term bκ:

bκ = Wryt + br (27)

The recurrent temporal mechanism captures information about periodic (repeated) events

using a special recurrent mechanism based on probability distributions of inter-event gaps.

It outputs two target event-specific periodicity-based predictive signals that use different

sources of periodic information: αe ∈ R signal is based on an interval of current patient’s

event time-series and βe ∈ R signal is compiled from a pool of past patient data in training

set. Details of the signal generation processes can be found in [109]. We also use LSTM

to derive dynamics of patient state through hidden state. To compute hidden state, we

first project input yt to low-dimensional space with embedding matrix: Wemb ∈ Rd×|E|:

xt = Wembyt. Based on previous time step’s hidden state ht−1 and xt, we compute new

hidden state ht ∈ Rr:

ht = LSTM(ht−1,xt) (28)

Given predictive signals {αe,βe,ht, ct,bκ}, we first combine periodicity-based signals for

each target event type with hidden state through concatenation:

γe = [ht;α
e;βe] (29)

Then, we project γe to a scalar λe ∈ R through we ∈ R1×r+2 and be ∈ R. We apply the

same procedure to all events e ∈ E and concatenate all λe:

λe = weγ
e + be λ = [λ1; . . . ;λ|E|] (30)

Final prediction for next multivariate event is computed as follows:

ŷt+1 = σ(λ+ bκ + ct) (31)

We use the binary cross-entropy to compute loss L and parameters of the model are

learned through a stochastic gradient descent optimization algorithm (Adam) [97].

L =
∑
t

−[yt · log ŷt + (1− yt) · log(1− ŷt)] (32)
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Figure 32: Overall prediction results. The results show average test AUPRCs over all events

and 10 different random train-test splits.

5.3 Experimental Evaluation

In this section, we evaluate the performance of the proposed model on MIMIC III data

[89] and compare it with baseline models introduced Chapter 3 and Section 4.2. Details

of the experimental setup (including clinical data, feature preparation, baseline models,

and evaluation metrics) are identical to the experiment setup introduced in Section 3.3 of

Chapter 3.

5.3.1 Experiment Results

Figure 32 shows the overall experiment results for predicting all types of events for

three window sizes (W=6,12,24). The proposed model (HS-RC-PP-MTM) outperforms all

baselines for shorter window sizes (W=6,12). Particularly, it outperforms HS-RC-PP by

2.4+% in W=6. With this, we can observe the benefit of multi-scale memory capturing

dependencies that are not covered by other patient history summarization methods, including

LSTM in much longer sequence setting.

We further analyze the experiment results by dividing them into 4 event categories. As
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Models W=1 W=6 W=12

HS-RC-PP 26.76 36.68 40.07

HS-RC-PP-MTM 28.00 (4.6 +%) 37.28 (1.6 +%) 40.34 (0.6 +%)

Table 3: Prediction results (AUPRC) by varying time-series segmentation window settings.

In a shorter segmentation window (W = 6) we see higher performance gain by the proposed

MTM module.

shown in Figure 33, we observe the performance gain of MTM is higher for medication and lab

test events. Notably, lab tests are the hardest events to predict compared to other categories,

14+% performance gain from MTM for lab test prediction clearly shows its effectiveness.

To validate learned weight matrices for multi-scale memory contents (W∗, ∗ ∈ {D, I,R}

in Equation (24)), we extract the top 3 events for exemplar target events

argsort(W∗[i, :])[1 : 3]

where i represents index for a target event in the matrix. As shown in Table 4, the top

predictive events for amiodarone (treats irregular heartbeat such as tachycardia) include

metoprolol and diltiazem. Both of these are used to treat high blood pressure and heart

issues. Similarly, past events predictive of diltiazem and labetalol (medications treating high

blood pressure) include clinical events that are related to high blood pressure and heart

function: digoxin, metoprolol, hydralazine, and nicardipine. Finally, the top past events

predicting vasopressin (a medication treating a low blood pressure) include norepinephrine

and phenylephrine that are also used to treat low blood pressure.
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5.4 Summary

In this chapter, we proposed a novel mechanism called Multi-scale Temporal Memory

(MTM) to model long-term dependencies in EHR-derived clinical event time-series. With

MTM, information about past events on different time-scales is compiled and read on-the-fly

for prediction through memory contents. We demonstrate the efficacy of MTM by combining

it with different patient state summarization methods that cover different temporal aspects

of patient states. We show that the combined approach is 4.6% more accurate than the

baseline approaches and it is 16% more accurate than the prediction based on the popular

LSTM summarization approach.
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Distant past (∗=D) Intermediate past(∗=I) Recent past(∗=R)

Target: (Med) Amiodarone

(Med) Amiodarone (Med) Amiodarone (Med) Amiodarone

(Med) Diltiazem (Med) Diltiazem (Med) Metoprolol

(Lab) Urea Nitrogen, Urine (Lab) Thyroid Stimu-

lating Hormone

(Med) Diltiazem

Target: (Med) Diltiazem

(Med) Diltiazem (Med) Diltiazem (Med) Diltiazem

(Lab) Digoxin (Med) Metoprolol (Med) Metoprolol

(Physio) Inspired

O2 Fraction (Med) Amiodarone (Proc) EKG

Target: (Med) Labetalol

(Med) Labetalol (Med) Labetalol (Med) Labetalol

(Med) Hydralazine (Med) Hydralazine (Med) Hydralazine

(Med) Nicardipine (Med) Metoprolol (Med) Haloperidol

Target: (Med) Vasopressin

(Med) Vasopressin (Med) Vasopressin (Med) Vasopressin

(Proc) Ultrasound (Med) Norepinephrine (Med) Norepinephrine

(Med) Packed Red Blood Cells (Med) Phenylephrine (Med) Phenylephrine

Table 4: Top 3 preceding events for example target events based on the value from learned

memory content parameter W∗ for each temporal range in Equation (24).
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Figure 33: Prediction results by the event type category
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6.0 Learning to Adapt Dynamic Clinical Event Sequences with Residual

Mixture of Experts

6.1 Introduction

As discussed in the Section 1.4, one important challenge of learning highly accurate mod-

els of clinical sequences is patient-specific variability. Depending on the underlying clinical

condition specific to a patient combined with multiple different management options one can

choose and apply in patient care, the event patterns may vary widely from patient to patient.

Unfortunately, many modern event prediction models and assumptions incorporated into the

training of such models may prevent one from accurately representing such a variability. In

Chapter 6 and Chapter 7, we want to address this challenge by developing two different

approaches that adapt the event predictions to represent better individual patient-specific

behaviors and event sequences.

In this chapter, we study ways of enhancing the one-model solution to adapt to the

heterogeneity of overall patient population and its subpopulations. We study this solution

in context of multivariate event prediction problem where our goal is to predict as accurately

as possible the occurrence of a wide range events recorded in EHRs. Such a prediction task

can be used for defining general patient state representation that can be used for example

to define similarity among patients or for predicting the patient outcomes. To adapt to

different subpopulations and their behaviors we explore the mixture of experts architecture

[83]. In other words, our model aims to learn one primary autoregressive model that is then

adapted to different subpopulations using the mixture of experts architecture. The mixture

attempts to represent many residual models refining the all-population model. The benefit

of such a model is that the subpopulation models may be much simpler than the original

population models. To make the mixture capable of refining the all-population model, we

take a different approach to train the mixture of experts. Instead of directly training the

mixture from scratch, we first train the all-population model, and while fixing the parameters

of pretrained the all-population model, we train the proposed model, which combines the all
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population model’s output and the mixture of experts output. With this way, the mixture

can learn to adapt the residual of the all-population model. Hence we name our model

Residual Mixture of Experts (R-MoE). R-MoE provides flexible adaptation to the (limited)

predictive power of the all-population model.

We demonstrate the effectiveness of R-MoE on the task of multivariate clinical sequence

prediction which uses real-world patient data from MIMIC-3 Database [89]. R-MoE shows

4.1% gain on AUPRC compared to a single GRU-based prediction.

6.2 Methodology

6.2.1 Neural Event Sequence Prediction

In this chapter, our goal is to predict the occurrences and non-occurrences of future

clinical (target) events y′t+1 for a patient given the patient’s past clinical event occurrences

Ht. Specifically, we assume that the patient’s clinical event history is in a sequence of

multivariate input event vectors Ht = {y1, . . . ,yt} where each vector yi is a binary {0, 1}

vector, one dimension per an event type. The input vectors are of dimension |E| where E

are different event types in clinical sequences. The target vector is of dimension |E ′|, where

E ′ ⊂ E are events we are interested in predicting. We aim to build a predictive model δ

that can predict ŷ′t+1 at any time t given the history Ht.

One way to build δ is to use neural sequence models such as RNN and LSTM. In this

work, we use a bi-directional attention mechanism model (RETAIN) [38] to build a base

prediction model δbase. RETAIN is a representative work on using attention mechanism to

summarize clinical event sequences, proposed by Choi et al. [38]. It uses two attention

mechanisms to comprehend the history of GRU-based hidden states in reverse-time order.

Besides parameters RETAIN, we also have input embedding matrix Wemb ∈ R|E|×ε, output

projection matrix Wout ∈ Rd×|E′|, bias vector bout ∈ R|E′|, and a sigmoid (logit) activation

function σ. At any time step t, we update update hidden state ht, and predict target events
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in next time step ŷ′t+1:

vt = Wemb · yt

ht = RETAIN(ht−1,vt)

ŷ′t+1 = σ(Wo · ht + bo)

(33)

The all parameters of δbase (Wemb,Wo, bo and RETAIN) are learned through stochastic

gradient descent (SGD) algorithm with binary cross entropy loss function.

This RETAIN-based neural sequence model has a number of benefits for modeling com-

plex high-dimensional clinical event time series: First, we can obtain a compact real-valued

representation of high-dimensional binary input vector y through low-dimensional embed-

ding withWemb. Second, we can model complex dynamics of patient state sequences through

RETAIN which can model non-linearities of the sequences with attention mechanism. Third,

complex input-output associations of the patient state sequences can be learned through a

flexible SGD-based end-to-end learning framework.

Nonetheless, the neural approach cannot address one important peculiarity of the patient

state sequence: the heterogeneity of patient sequences. Typically, clinical event sequences

in EHRs are generated from a pool of diverse patients where each patient have different

types of clinical complications, medication regime, or observed sequence dynamics. While

the average behavior of clinical event sequences can be captured by a single neural sequence

model, the detailed dynamics of heterogeneous clinical event sequences could not be well

captured.
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Figure 34: Overall architecture of the proposed R-MoE model. First we train base model

λbase. Then, we fix the parameters of λbase and train the parameters of the Mixture-of-

Experts consists of Experts network and Gating network with the combined prediction of

λbase and the MoE. With this way, MoE can learn to adapt the residual of λbase.

6.2.2 Residual Mixture-of-Experts

In this work, we address the heterogeneity issue of the neural sequence model by special-

izing it with a novel learning mechanism based on Mixture-of-Experts (MoE) architecture.

The dynamics of heterogeneous patient state sequences can be modeled through a number

of experts; each consists of GRU, which is capable of modeling non-linearities and temporal

dependencies. Particularly, in this work, instead of simply replacing the GRU model δbase

with MoE, we augment δbase with MoE. The key idea is to specialize the Mixture-of-Experts

to learn the residual which δbase cannot capture. As shown in Figure 34, the proposed model

R-MoE consists of δbase module and Mixture-of-Experts module.

The Mixture-of-Experts module consists of n experts ψ1, . . . , ψn and a gating network
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G which outputs a n-dimensional vector g. The output omoe of the MoE module can be

written as follows:

omoe =
n∑
i=1

g[i](vt) · ψi(vt) (34)

Each expert ψi consists of GRU, output projection matrix W i
o ∈ Rd′×|E′|, and a bias

vector bio ∈ R|E′|. Given an input in low-dimensional representation vt, an expert ψi outputs

oi:

hit = GRUi(hit−1,vt) oi = σ(W i
o · hit + bio) i ∈ 1, . . . , n

The gating network G have the same input and a similar architecture, except that its

output g’s dimension is n and it is through Softmax function. g[i] in Equation (34) represents

i value in the vector g.

hgt = GRUg(hgt−1,vt) g = Softmax(W g
o · h

g
t + bgo)

The final prediction ŷ′t+1 is generated by summing outputs of the two modules obase =

δbase(Ht) and omoe:

ŷ′t+1 = obase + omoe (35)

To properly specialize the Mixture-of-Experts on the residual, we train the two modules

as follows: First, we train δbase module, and parameters of δbase are fixed after the train.

Then, we train the MoE module with the binary cross entropy loss computed with the final

prediction in Equation (35). With this way, MoE can learn to adapt the residual, which

the base GRU cannot properly model. MoE provides flexible adaptation to the (limited)

predictive power of the base GRU model.

6.3 Experimental Evaluation

6.3.1 Experiment Setup

In this section, we evaluate the performance of R-MoE model on the real-world EHRs

data in compare it with four baseline models. Likewise, most details of the experimental
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setup (including clinical data, feature preparation, and evaluation metrics) are identical to

the experiment setup introduced in Section 3.3 of Chapter 3. In this chapter, we focus on

three baseline models which are presented below with details of model parameters.

6.3.1.1 Baseline Models

We compare R-MoE with multiple baseline models that are able to predict events for

multivariate clinical event time series given their previous history. The baselines are:

• Base GRU model (GRU): GRU-based event time series modeling described in Equa-

tion (33). (λ=1e-05)

• REverse-Time AttenTioN (RETAIN): RETAIN is a representative work on using

attention mechanism to summarize clinical event sequences, proposed by Choi et al. [38].

It uses two attention mechanisms to comprehend the history of GRU-based hidden states

in reverse-time order. For multi-label output, we use a sigmoid function at the output

layer. (λ=1e-05)

• Logistic regression based on Convolutional Neural Network (CNN): This model

uses CNN to build predictive features summarizing the event history of patients. Fol-

lowing Nguyen et al. [159], we implement this CNN-based model with a 1-dimensional

convolution kernel followed by ReLU activation and max-pooling operation. To give more

flexibility to the convolution operation, we use multiple kernels with different sizes (2,4,8)

and features from these kernels are merged at a fully-connected (FC) layer. (λ=1e-05)

6.3.1.2 Model Parameters

We use embedding dimension ε=64, hidden state dimension d=512 for base GRU model

and RETAIN. Hidden states dimension d′ for each GRU in R-MoE is determined by the

internal cross-validation set (range: 32, 64, 128, 256, 512). The number of experts for R-

MoE is also determined by internal cross-validation set (range:1, 5, 10, 20, 50, 100). For the

SGD optimizer, we use Adam [97]. Learning rate for GRU, RETAIN, and CNN we use 0.005

and for R-MoE we use 0.0005. To prevent over-fitting, we use L2 weight decay regularization

during the training of all models and weight λ is determined by the internal cross-validation
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set. Range of λ for GRU, RETAIN, and CNN is set as (1e-04, 1e-05, 1e-06, 1e-07). For

R-MoE, after observing it requires much larger λ, we set the range of λ for R-MoE as (0.75,

1.0, 1.25, 1.5). We also use the early stopping to prevent over-fitting. That is, we stop the

training when internal validation set’s evaluation metric does not improve during last K

epochs (K=5).

6.3.2 Results

Table 5 summarizes the performance of R-MoE and baseline models. The results show

that R-MoE clearly outperforms all baseline models. More specifically, compared to RE-

TAIN, the best-performing baseline model, our model shows 2.97% improvement. Compared

to averaged AUPRC of all baseline models, our model shows 7.84% gain in AUPRC.

CNN RETAIN GRU R-MoE

AUPRC 35.71 ±0.12 38.64 ±0.22 36.34 ±0.14 39.79 ±0.24

Table 5: Prediction results of all models averaged over all events and 10 different random

train-test splits.

To more understand the effectiveness of R-MoE, we look into the performance gain of

our model at the individual event type level. Especially we analyze the performance gain

along with the individual event type’s occurrence ratio, which is computed based on how

many times each type of event occurred among all possible segmented time-windows across

all test set patient admissions. As shown in Figure 35, we observe more performance gains

are among the events that less occurred.

6.3.2.1 Model Capacity and Performance of R-MoE

To further understand the performance of R-MoE regarding the various model capacities

in terms of different numbers of experts and different dimensions of hidden states. Note

that as written in Section 4.1 the best hyperparameter is searched through internal cross-
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Figure 35: Event-type-specific AUPRC performance gain of R-MoE compared to the base

RETAIN model (λbase) and event-specific occurrence ratio. Each point represents each target

event type among E. Occurrence ratio is how much times each event occurred among all

segmented time-windows across all test set patient admissions.

validation (number of experts = 50 and hidden states dimension d′=64). Then, for this

analysis, we fix one parameter at its best and show how the performance of R-MoE in

another parameter by varying model capacity. Regarding the number of experts, a critical

performance boost has occurred with a very small number of experts. As shown in Figure 36,

with simply five experts, we observe 2.63% AUPRC gain compared to the baseline RETAIN

model. With more experts, the performance is increasing, but the increment is very small

after 50 experts. Regarding different hidden states dimensions of GRU (d′) in R-MoE, we

observe changing it does not affect much of the difference in predictive performance as shown

in Figure 37.
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6.4 Summary

In this chapter, we have developed a novel learning method that can enhance the per-

formance of predictive models of multivariate clinical event sequences, which are generated

from a pool of heterogeneous patients. We address the heterogeneity issue by introducing

the Residual Mixture-of-Experts model. We demonstrate the enhanced performance of the

proposed model through experiments on electronic health records for intensive care unit

patients.

96



7.0 Modeling Clinical Event Sequences with Personalized Online Adaptive

Learning Framework

7.1 Introduction

For the goal of learning personalized patient dynamic representation that can address

the variability of the heterogeneous patient event sequences, we studied multiple sequential

experts models that learn to adjust the population model’s prediction in Chapter 6.

This chapter aims to develop a more straightforward approach that adjusts the popula-

tion model’s prediction through patient-specific prediction models trained on each patient’s

own past event history and similar other patients’ histories available in the train set.

When neural event prediction models are built from complex multivariate clinical event

sequences, the neural models may fail to accurately model patient-specific variability due to

their limited ability to represent distributions of dynamic event trajectories. Briefly, the pa-

rameters of neural temporal models are learned from many patients data through Stochastic

Gradient Descent (SGD) and are shared across all types of patient sequences. Hence, the

population-based models tend to average out patient-specific patterns and trajectories in the

training sequences. Consequently, they are unable to predict all aspects of patient-specific

dynamics of event sequences and their patterns accurately.

To address the above problem, we propose, develop, and study two novel event time series

prediction solutions that better adapt the population models to the individual patient. First,

we propose a model that aims to improve a prediction made for the current patient at any

specific time using a repository of event sequences recorded for past patients. The model

works by first identifying the patient states among past patients that are most similar to

the current state of the current patient and then adapting the predictions of the population-

wide model with the help of outcomes recorded for such patients and their states. We

refer to this model as the subpopulation model. Second, we develop and study a model

that adapts the predictions of the population-wide model only based on the patients’ own

sequence. We refer to this model as the self-adaptation model. However, one concern with
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either the sub-population or the self-adaptation model and related adaptation is that it may

lose some flexibility by being fit too tightly to the specific patient (and patient’s recent

condition) or to the patient state most similar to the current state. To address this, we also

develop and investigate the meta-switching framework that is able to dynamically identify

and switch to the best model to follow for the current patient. Briefly, the meta-framework

uses a set of models and learns how to switch to the model offering the most promising

solution adaptively. Such a framework may combine the population, subpopulation, and

self-adaptation models. We note that all of the above solutions can extend RNN-based

multivariate sequence prediction to support personalized clinical event sequence adaptation.

We demonstrate the effectiveness of both solutions on clinical event sequences derived from

real-world EHRs data from MIMIC-3 Database [89].

7.2 Methodology

7.2.1 Neural Autoregressive Event Sequence Prediction

Our goal is to predict occurrences of multiple target events in clinical event sequences.

We aim to build an autoregressive model φ that can predict, at any time t, the next step

(target) event vector y′
t+1 from a history of past (input) event vectors Ht = {y1, . . . ,yt},

that is, ŷ′t+1 = φ(Ht). The event vectors are binary {0, 1} vectors, one dimension per an

event type. The input vectors are of dimension |E| where E are different event types in

clinical sequences. The target vector is of dimension |E ′|, where E ′ ⊂ E are events we are

interested in predicting.

One way to build a neural autoregressive prediction model φ is to use Recurrent Neural

Network (RNN) with input embedding matrix Wemb, output linear projection matrix Wo,

bias vector bo, and sigmoid (logit) activation function σ. At each time step t, the RNN-

based autoregressive model φ reads new input yt, updates hidden state ht, and generates

prediction of the target vector ŷ′t+1:

vt = Wemb · yt ht = RNN(ht−1,vt) ŷ′t+1 = σ(Wo · ht + bo)
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Wemb,Wo, bo, and RNN’s parameters are learned through SGD with loss function L

defined by the binary cross entropy (BCE):

L =
∑
s∈D

T (s)−1∑
t=1

e(y′
t+1, ŷ

′
t+1) (36)

e(y′
t, ŷ
′
t) = −[y′

t · log ŷ′t + (1− y′
t) · log(1− ŷ′t)] (37)

where D is training set and T (s) is length of a sequence s. This neural autoregressive

approach has several benefits when modeling complex high-dimensional clinical sequences:

First, low-dimensional embedding with Wemb helps us to obtain a compact representation

of high-dimensional input vector y. Second, complex dynamics of observed patient state

sequences are modeled through RNN, which is capable of modeling non-linearities of the

sequences. Furthermore, latent variables of neural models typically do not assume a specific

probability form. Instead, the complex input-output association is learned through SGD

based end-to-end learning framework, which allows more flexibility in modeling complex

latent dynamics of observed sequence.

However, the neural autoregressive approach cannot address one important characteristic

of the clinical sequence: the variability in the dynamics of sequences across different patients.

Typically, EHR-derived clinical sequences consist of medical history of several tens of thou-

sands of patients. The dynamics of one patient’s sequence could be significantly different

from the sequences of other patients. For typical neural autoregressive models, parameters

of the trained model are used to process and predict sequences of all patients which con-

sist of individual patients who can have different types of clinical complications, medication

regimes, or observed sequence dynamics.

7.2.2 Subpopulation-based Online Model Adaptation

To address the patient variability issue, we propose a novel subpopulation-based learning

framework that adapts the parameters of the neural autoregressive model to the past patients’

sequences that are most similar to the current patient states. For simplicity, we denote

population model φP as a model trained on all training set patient data D, and subpopulation
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model φS as a model that is trained on a subset of training set data DS that is close to the

current patient state. Both models have identical model architecture.

Non-parametric Memory. The proposed learning framework is started by training φP

with D and executing inference run for each time step t′ ∈ T (s‘) of all train set patients

s‘ ∈ D. Then we define a key-value pair (kt‘, vt‘) where the key is the hidden state vector ht′

and the value is the target event vector yt′+1. We store (kt‘, vt‘) into non-parametric storage

(memory) M:

M = {(ht,yt+1)|t ∈ T (s), s ∈ D} (38)

Subpopulation Model Initialization. Then for each test set patient, we initialize φS with

the parameters of φP to transfer general knowledge about overall patient state representation

and dynamics to φS. However, due to patient variability issues, the parameters of φP could

not be able to fully model the current patient’s unique underlying clinical issues and status.

Hence, its prediction can be limited to correctly predicting the future (next) clinical events.

Retrieval. We approach the issue mentioned above by adapting the parameters of φS with

additional subpopulation data DS which will be generated on the fly at each time step t of

the current patient sequence. The subpopulation data DS is retrieved fromM as a k -nearest

neighbors N of the current patient’s hidden state ht based on a distance function d(·, ·). In

this study, we use L2 distance function which is RBF kernel. The hidden state ht is generated

from population model φP . Since the similarity is calculated on the low-dimensional latent

(hidden) state space defined by RNN, information from both the current input events yt

and the dynamics from the series of past events y1 . . .yt−1 is used to compute the similarity

between current patient and M:

DS = kNN(M,ht) (39)

Subpopulation Model Adaptation. We adapt the parameters of φS first by computing an

subpopulation error LS =
∑

(hi,yi+1)∈DS e(yi+1, φ
S(hi)). Then, with LS we iteratively update

parameters of φS via SGD. Stopping criterion for the iterative update is: LS(τ−1)−LS(τ) < ε

where τ denotes the epoch of adaptation update and ε is a positive threshold.
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7.2.3 Self-Adaptation Model

One limitation of the subpopulation-based model adaptation approach is that we still

miss the chance to model the unique dynamics of the current patient’s states and their

specificity. To address this issue, we propose another novel learning framework that adapts

the parameters of the neural autoregressive model to the current patient states based on the

patient’s past event sequence via SGD. We refer to this patient (instance) specific model

as φI . As described in Algorithm 1, the online model adaptation procedure at time t for

the current patient starts by creating a self-adaptation model φI from the population model

φP . Similar to the subpopulation model, φI and φP have identical model architecture, and

values of parameters in φI are initialized from φP to transfer the knowledge about general

representation of patient states and their dynamics. Then, we compute an online patient-

specific error LIt =
∑t−1

i=1 e(y
′
i+1, ŷ

′
i+1)K(t, i) that reflects how much the prediction of φI

deviates from the already observed target sequence for the current patient. With LIt , we

iteratively update parameters of φI via SGD. The same stopping criterion and training

scheme of the subpopulation model is used here for the iterative update of φI .

Discounting. Please note that our adaptation-based loss LIt combines prediction errors for

all time steps of the current patient’s sequence. However, in order to better fit it to the

most recent patient-specific behavior, we weigh the loss more towards recent clinical events.

This is done by weighting prediction error for each step i < t with K(t, i) that is based on

its time difference from the current time t. More specifically, K(t, i) defines an exponential

decay function:

K(t, i) = exp
(
− |t− i|

γ

)
(40)

where γ denotes the bandwidth (slope) of exponential decay; if γ is close to +∞, errors at

all time steps have the same weight.

Online Adaptation of Model Components. The RNN model may have too many

parameters, and it may not help to adapt to all of them at the same time. One solution

is to relax and permit to adapt only a subset of parameters. On the earlier work on self-

adaptation model [112], three different settings for adapting parameters are experimented

and compared: (a) output layer only (Wo, bo), (b) transition model (RNN) only, and (c)
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combination of (a) and (b). From the experiment, (c) adapting only parameters of the

output layer showed the best performance for predicting events. Based on this finding, we

adapt the parameters of the output layer in this work.

Algorithm 1: Online Model Adaptation

Input : Population model φP , Current patient’s history of observed input

sequence Ht = {y1, . . . ,yt} and target sequence (y′
1, . . . ,y

′
t)

Initialize self-adaptation model φI from φP ; τ = 0; LCt (0) =∞;

repeat

τ = τ + 1;

LCt (τ) =
∑t−1

i=1 e
(
y′
i+1, ŷ

′
i+1

)
·K(t, i) where ŷ′i+1 = φI(Hi);

Update parameters of φI with LCt (τ) via SGD;

until LCt (τ − 1)− LCt (τ) < ε;

Output: self-adaptation model φI

7.2.4 Combined Adaptive Model

The common objective of the two (subpopulation and patient-specific) adaptation models

is to represent better individual patient-specific behaviors and event sequences. Indeed, the

two models learn different types of information from available patient event sequence data

and they are complementary to each other. By learning from the small pool of most similar

past patients’ states and its outcome, the subpopulation model can cover dependencies be-

tween past and future events which are observed in a small group of patients with specific

complications or diseases. On the other hand, the self-adaptation model learns unique dy-

namics and characteristics of the current patient’s own past event sequence. Meanwhile, the

best way to maximize the gain from the two different approaches is to unify the two methods,

and the effective yet straightforward way to unify the two approaches is to combine the two

losses LS and LI together:

LC = LI + µ ∗ LS (41)

In this work, we have the combined adaptation model φC that is trained on LC and

report its performances along with the previous two approaches.
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7.2.5 Meta Switching Mechanism

One limitation of the online adaptation approach is that it tries to modify the dynamics

to fit more closely to the specifics of each patient’s own sequence or other similar patients’

sequences. However, when the patient’s state changes suddenly due to recent events (e.g., a

sudden clinical complication such as sepsis), the parameters of the adapted models (φS,I,C)

may not be able to adapt quickly enough to these changes. In such a case, switching back

to a more general population model could be more desirable.

Model switching framework [129, 189] can resolve this issue by dynamically switching

among a pool of available models such as subpopulation model φS, self-adaptation model

φI , combined adapted model φC , and the population model φP . Driven by the recent perfor-

mance of models, it can switch to the best performing model at each time step. Algorithm 2

implements the model switching idea. Given a trained population model φP , online adapted

models φS,I,C trained via online adaptation, and the current patient’s observed sequence, we

can compute discounted losses LP,S,I,C for these models on the past data. By comparing

these losses, we select the model that gives the lowest error (averaged over |E| event types)

and use it for predicting the next step. We refer to prediction based on this meta switching

mechanism as meta-switching.

A simple yet powerful extension of the meta switching mechanism is to allow selecting

the best model for each event type (event-specific meta switching). One restriction of the

aforementioned meta switching mechanism is that one best model is selected at each time

step, and the model’s prediction for the next step is used as the output of the meta switching

mechanism. We relax this restriction by having per event type meta switching mechanism.

For each event type, we select the best model among a pool of all available models based

on each model’s performance at the previous time step for each specific event type. This

method is referred to as meta-switching-event.

103



Algorithm 2: Meta Model Switching

Input : φP , φI , φS, φC Ht = {y1, . . . ,yt},(y′
1, . . . ,y

′
t)

LI =
∑t

i=1 e(y
′
i+1, ŷ

′I
i+1) ·K(t, i) where ŷ′I

i+1 = φI(Hi);

LP =
∑t

i=1 e(y
′
i+1, ŷ

′P
i+1) ·K(t, i) where ŷ′P

i+1 = φP (Hi);

LS =
∑t

i=1 e(y
′
i+1, ŷ

′S
i+1) ·K(t, i) where ŷ′S

i+1 = φS(Hi);

LC =
∑t

i=1 e(y
′
i+1, ŷ

′C
i+1) ·K(t, i) where ŷ′C

i+1 = φC(Hi);

ŷ′
t+1 = ŷ′z

t+1 where z = arg minz∈{I,P,S,C}
(
Lz
)

Output: Prediction at time step t+ 1: ŷ′
t+1

7.3 Experimental Evaluation

7.3.1 Experiment Setup

In this section, we evaluate the performance of the proposed models, including patient-

specific adaptation model (PatSpecAdap), sub-population adaptation model (Subpop-

Adap), and combined adaptation model (CombinedAdap) model as well as meta-switching

mechanism (Meta-Switch) and its event-specific extension (Meta-Switch-Event) on the

real-world EHRs data in compare it with baseline models. Likewise, most details of the

experimental setup (including clinical data, feature preparation, and evaluation metrics)

are identical to the experiment setup introduced in Section 3.3 of Chapter 3. For kernel

bandwidth γ, we use fixed value 3.0.

7.3.2 Results on Personalized Adaptive Models vs. Population Model

We first compare the prediction performance of the population model (GRU-POP) and

the proposed methods on different adaptation mechanisms: subpopulation-based adaptation

(SubpopAdap), patient-specific adaptation (PatSpecAdap), and combined adaptation (Com-

binedAdap) which uses both subpopulation and patient-specific instances for personalized

model adaptation. As shown in Figure 38, the combined adaptation model and patient-

specific adaptation model clearly outperform the population-based model across most of the
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time steps. Especially on earlier days of admissions (day=1-3), the self-adaptation model

performs better than the population model with a decent margin. But subpopulation model

underperforms the population model, and it also affects the combined model’s performance

on the first time step (day). But as time progresses, the overall performance gap between the

combined model and the population model increases. On day 19, while the self-adaptation

model’s performance is almost the same as the population model, the combined model’s

performance is significantly better than population model’s performance with the help of

information from the subpopulation model. That is, we can see that when subpopulation

model is solely used, it underperforms than population model overall. This is somehow

expected as the parameters of subpopulation model are indirectly tuned (adapted) to the

current patient through k-nearest neighbor retrieval of other similar patients from the train-

ing set data. Therefore, the specificity of the current patient’s underlying states is not

directly modeled into the parameters of subpopulation model. Nonetheless, the benefit of

subpopulation model is revealed through the competency of the combined model. That is,

the improved performance of combined model compared to patient specific model can be

understood as the additional information provided through the subpopulation model.

7.3.3 Results for Meta Switching Mechanism

We also experiment with meta online switching approach. It chooses the best predictive

model from among a pool of available prediction models. We run the method to choose among

the population-based model φP and different adaptation models based on subpopulation φS,

patient-specific sequence φI , and combined approach φC .

As shown in Figure 39, models that rely on multiple models and online switching clearly

outperform baseline models of GRU-POP, CNN, and RETAIN. In particular, the event-

specific extension of the meta switching mechanism (Meta-Switch-Event) greatly surpasses

the prediction performances of all other models. This shows flexibility in selecting the best

model for each event type at each time step substantially benefits the task of predicting

complex multivariate clinical event sequences consisting of heterogeneous individual event

time series with different temporal characteristics and dependencies to precursor events.
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Figure 38: Prediction performance (AUPRC) of the population-based model (GRU-POP)

and proposed personalized models based on different mechanisms: subpopulation-based

adaptation (SubpopAdap), patient-specific adaptation (PatSpecAdap), and combined adap-

tation (CombinedAdap) which uses both subpopulation and patient-specific instances for

personalized online adaptation.
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model AUPRC

CNN 35.85

RETAIN 39.22

GRU-POP 36.37

SubpopAdap 32.19

PatSpecAdap 39.67

CombinedAdap 39.06

Meta-Switch 41.35

Meta-Switch-Event 57.81

Table 6: Prediction results (AUPRC) of all models. Personalized Meta-Switch-Event out-

performs population model (GRU-POP) by 58.9% AUPRC gain.

When the prediction performance is averaged across all time steps, we can observe that

the event-specific meta-switching mechanism outperforms all models, as shown in Table 6.

Particularly, the event-specific meta switching mechanism’s AUPRC is +58.9% higher than

the population model. The non-event-specific version of meta switching increases AUPRC

by 13.6% from the population model. These results reveal the distinct advantage added by

the meta online switching methods.

7.3.3.1 When the Model Switches?

To better understand the behavior of online meta switching-based adaptation, we inves-

tigate when the model switches to each model among a pool of available models, including

the subpopulation model, self-adaptation model, combined model, and population model.

First, we analyze the proportion of how many times each model is used at each time step

across all test-set patient sequences from the meta-switching mechanism. As shown in Fig-

ure 40, in the first time step, the population model is used 28%, and the subpopulation model

is used 14%. Then, subsequently, the usage ratio of the two models drastically decreased,

and the self-adaptation model and the combined model are mostly used in later time steps.

Especially although the direct ratio of the subpopulation model is, in general, low, its contri-

bution can be found in the fact that the combined model is dominantly used across most time
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steps (day 2 through day 15). Around the end of the time steps (day 16 through day 19),

the ratio for the self-adaptation model is increased. This can be explained by the fact that

self-adaptation model can have enough observations to adapt the patient-specific variability

in that latter time of sequences and can provide the best prediction among the pool of all

available models. To properly interpret the results, Figure 41 shows the number of patients

in each time step. This number can also be interpreted as the length of patient sequences

and their volume. We can clearly see that the number of patients with longer sequences is

minimal, as the majority of sequences are very short. For example, patients with sequences

longer than 13 days of admission are only about 12% of all patients in the test set. We can

conclude that the population model is often biased towards the dynamics and characteristics

of shorter patient sequences. Meanwhile, proposed online adaptation models can effectively

learn and adapt better to the dynamics of longer sequences.

7.3.3.2 Predicting Repetitive and Non-Repetitive Events

To perform this analysis, we divide event occurrences into two groups based on whether

the same type of event has or has not occurred before. We compute AUPRC for each group

as shown in Table 7. The results show that for non-repetitive events, the performance

of the self-adaptation model is the lowest among all models. This is expected because, with

no previous occurrence of a target event, the self-adaptation model could have difficulty

making an accurate prediction for the new target event. In this case, we can also see

the benefit of the online switching mechanism: the prediction of the population model is

more accurate than the self-adaptation model, and the online switching mechanism correctly

chooses the population model. More specifically, the Meta-Switch mechanism recovers most

of the predictability of GRU-POP for non-repetitive event prediction. For repetitive event

prediction, we can see that both population models and personalized adapted models have

similar performances. However, the online switching approaches (Meta-Switch and Meta-

Switch-Event) are the best and outperform all other approaches.
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7.3.3.3 Event-type-specific Performance

We also examine the performance of the online meta switching model (Meta-Switch-

Event) compared to the population model (GRU-POP) at the individual event level. Specif-

ically, for each event type, we compute two statistics: first, we compute the percentage

difference (%+) between the two models, and then we compute each event type’s occurrence

rate in all possible time windows (W=24), averaged across all test set patient sequences.

Then, we plot the two statistics in a scatter plot as shown in Figure 42. Even though the

correlation coefficient is weak (-0.24), we can see those event types that have larger perfor-

mance gaps (e.g., > 100%+) are indeed less occurring events (e.g., occurrence rate < 0.1).

This also reveals that our proposed approaches effectively improve prediction performance,

especially for events with smaller data points. It is a valuable characteristic for clinical event

time series prediction where data are usually scarce.

7.3.3.4 Results based on Event Categories

We analyze the experimental results further by breaking the evaluation results down by

inspecting the performances of the models for the four different event categories: medication

administration events, lab test events, physiological events, and procedure events. For all

|E|=282 target event types, we averaged prediction performances of them based on the four-

event categories. The results are shown in Figure 43. The proposed methods (Combined

Adaptation model, Meta switch mechanism, and Event-specific meta switch mechanism)

consistently outperform baseline models across all event categories in AUPRC statistics over

all time-steps. Especially, the results of the event-specific meta switch mechanism (Meta-

Switch-Event) are on par.

Notably, the performance gap between proposed personalized models (e.g., Meta-Switch-

Event) and population model is larger for the event categories with overall predictability is

relatively lower such as medication administration or lab test results. On the other hand, in

the physiological signal category where most models’ performance is high, the performance

gap between the proposed method and the population model is much smaller. Consistent

with the results shown in the event-type-specific result in Section 7.3.3.3, this shows the pro-
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posed personalized approach has a unique competency to improve the prediction performance

more where the population model, in general, performs worse.

7.4 Summary

This chapter has developed methods for patient-specific adaptation of predictive models

of clinical event sequences. We proposed two novel event time series prediction solutions that

attempt to adjust the predictions for individual patients through an online model update.

We demonstrate the improved performance of our models through experiments on MIMIC-3,

a publicly available dataset of electronic health records for ICU patients, and show significant

improvement in next event occurrence prediction performance.
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Figure 39: Performance of meta online switching method (Meta-Switch) with population and

patient-specific adaptation models, and its extension to event-specific switching mechanism

(Meta-Switch-Event). Meta online switching methods clearly outperform all baseline models

(GRU-POP, RETAIN, CNN)
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Non-repetitive Repetitive

CNN 15.28 46.87

RETAIN 16.60 47.34

GRU-POP 15.94 47.28

SubpopAdap 14.07 45.91

PatSpecAdap 13.00 48.17

CombinedAdap 14.52 47.15

Meta-Switch 16.60 49.82

Meta-Switch-Event 40.42 66.68

Table 7: Prediction result on non-repetitive and repetitive event groups. For non-repetitive

events, the performance of the self-adaptation model is the lowest. However, the on-

line switching approaches (Meta-Switch, Meta-Switch-Event) recover the predictability by

switching to the population model and show the best performance across both groups.
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Figure 42: Scatter plot on performance difference between the population model (GRU-POP)

and online meta switching-based adaptation model (Meta-Switch-Event) and occurrence rate

of each event type.
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Figure 43: Prediction results by the event type category
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8.0 Conclusion

In this dissertation, we studied neural temporal models that can predict future occur-

rences of the multivariate clinical event time series. We presented several methods that

address two overarching questions: (1) how to learn effective patient state representation

and transitions with characteristics of EHRs-derived clinical event time series and (2) how

to learn personalized and adaptive dynamic state representation that can address the vari-

ability of heterogeneous patient event sequences. The main contributions of this dissertation

are summarized below.

• In Chapter 3, we developed recent context-aware LSTM model. We hypothesized that

information on recently occurred events could provide strong predictability toward the

next event occurrence. To properly model information from both recent and long-term

past events, we developed a new event time series model based on the long-short-term-

memory (LSTM) that relies on two sources of information to predict future events. One

source is derived from the set of recently observed clinical events. The other one is based

on the hidden state space defined by the LSTM that aims to abstract past, more distant,

patient information that is predictive of future events. In the context of Markov state

models, the next state in our models and the transition to the next state is defined by a

combination of the recent state (most recent events) and the hidden state summarizing

more distant past events.

• In Chapter 4, we proposed a new method for modeling Dependencies on periodically

occurring events in clinical event time series data. We hypothesized that (1) many

events in the EHR-based multivariate event time series occur periodically and (2) proper

modeling of the periodically occurring events could increase the predictability toward

the next event prediction. To overcome the limitations of RNN/LSTM-based approach

to modeling periodicity of the time series, we proposed a novel yet simple mechanism

to enhance the handling of periodic events and incorporate them into the prediction.

We developed an external memory that stores observed temporal characteristics of many

periodic events and uses them to derive a new periodicity-aware signal to further enhance
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event predictions, and this at any time, and for any prediction window size. The external

memory store gaps (time differences) observed for pairs of two consecutive events of the

same type (a) for all past patients and (b) for the current patient. At the time of the

prediction, the proposed model calculates how much time has elapsed since the latest

occurrence of the event of the same type, and based on the prediction window size and

information stored in the memory of past event gaps, it predicts the probability of the

signal to be repeated in the next prediction window.

• In Chapter 5, we presented a new neural memory module called Multi-scale Tempo-

ral Memory (MTM) linking events in a distant past with the current prediction time.

Through a novel mechanism implemented in MTM, information about previous events

on different time scales is compiled and read on-the-fly for prediction through memory

contents. We demonstrated the efficacy of MTM by combining it with different patient

state summarization methods that cover different temporal aspects of patient states.

• In Chapter 6, we developed a specialized neural sequence model (RNN) based on the

Mixture-of-Experts (MoE) architecture. We hypothesized that clinical event sequences

in EHRs are generated from a pool of heterogeneous patients where each patient typically

has different types of complications. While average behaviors of clinical event sequences

could be captured by a single model, the dynamics of heterogeneous event sequences

could not be well captured by a single model. The heterogeneity of various patient

sequences is modeled through multiple experts that consist of Gated Recurrent Unit

(GRU). Particularly, instead of directly training MoE from scratch, we augment MoE

based on the prediction signal from the pretrained base GRU model. With this way, the

mixture of experts can provide flexible adaptation to the (limited) predictive power of

the single base GRU model.

• In Chapter 7, we presented two novel event time series prediction solutions that attempt

to better adapt the population models to the individual patient. First, we proposed a

model that aims to improve a prediction made for the current patient at any specific time

using a repository of event sequences recorded for past patients. The model works by first

identifying the patient states among past patients that are most similar to the current

state of the current patient and then adapting the predictions of the population-wide
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model with the help of outcomes recorded for such patients and their states. We refer to

this model as the subpopulation model. Second, we developed and studied a model that

adapts the predictions of the population-wide model only based on the patients’ own

sequence. We refer to this model as the self-adaptation model. However, one concern

with either the sub-population or the self-adaptation model and related adaptation is

that it may lose some flexibility by being fit too tightly to the specific patient (and

patient’s recent condition) or to the patient state most similar to the current state.

To address this, we also developed and investigated the meta-switching framework that

is able to dynamically identify and switch to the best model to follow for the current

patient. Briefly, the meta-framework uses a set of models and learns how to dynamically

identify and adaptively switch to the model offering the most promising solution. Such

a framework may combine the population, subpopulation, and self-adaptation models.

We note, that all of the above solutions can extend RNN-based multivariate sequence

prediction to support personalized clinical event sequence adaptation.

However, the methods for clinical event time series prediction proposed in this thesis

come with some limitations and challenges:

• Modeling in Discrete Time. In this thesis, we investigated event time series meth-

ods for discretized time. That is, we discretize the time series with a fixed-size window

(e.g., 6 hours) and consider the events in the same time window that occurred at the

same time. Although this approach has benefits such as computational efficiency, we

lose information about accurate event timings of historical events and target events, and

their dependencies with time. With methods based on Hawkes Processes and Point Pro-

cesses, we could build event time series models in continuous time. Developing efficient

continuous-time events representation learning and transition methods is an important

research topic.

Modeling these data in multi-modalities can improve the understanding of the underlying

patient state as well as predictions for future events. Especially since the event prediction

models in this thesis are based on deep neural networks, we can use powerful neural

network architectures for computer vision (e.g., ResNet, VGG) or text (e.g., BERT)
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data and incorporate them into event prediction models. Then, we train the parameters

of these models together on a single objective function for event prediction.

• Multi-Modal Clinical Data. While EHR consists of various data in different modali-

ties such as images (e.g., X-Ray and MRI) or text (e.g., clinical notes written by physi-

cians and nurses), the focus of this thesis is on the recordings of clinical events and their

attributes in EHR. The data in various modalities can provide complementary infor-

mation about patient states beyond our current event time-series-based approach. For

example, clinical notes contain a rich summarization of the past and current patient

conditions, clinical actions, and prognosis. On the other hand, clinical imaging data

provide additional salient information about specific physical conditions. Our proposed

approaches in the thesis miss this opportunity to model and utilize the rich multi-modal

data.

• Deployment of Personalized Adaptive Models. In this thesis, we proposed novel

personalized adaptation methods that build prediction models that are specific to indi-

vidual patient’s dynamic states. To be deployed and used in real-world hospitals, these

models need to be regularly retrained to adapt their parameters to dynamically chang-

ing patient conditions. The too short time interval between two consecutive recurring

training sessions may cause instability in the model parameter. The long interval may

fail to capture details of patient dynamics and deter such models’ efficacy for predictive

care. Additionally, since we create and train individual models for each patient, we need

to have a sufficient scalable computing infrastructure to be able to serve thousands of

patients in real-time concurrently.

Meanwhile, the limitations and challenges of the proposed methods may open up new

research opportunities and directions. In the following, we briefly outline some of these

opportunities.

• Self-Supervised (Contrastive) Learning. One major challenge of modeling event-

time series derived from EHR-derived clinical data is the data scarcity of the long-tail

(less-occurring) events. In this thesis, we tackle this issue by developing multiple in-

formation channels where each channel addresses a different aspect of event time series
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(e.g., modeling repetitively occurring events with the method presented in Chapter 4).

Another interesting approach to treat this issue is to employ self-supervised learning. By

randomly augmenting input events and training the model with contrastive loss func-

tion (objective function promotes input data augmented pair of the same instance and

demotes a pair of random different instances), we can create a more robust model for

less-occurring target events. Another benefit of this approach is that we can explore this

approach on top of the methods presented in this thesis since it can be applied to any

type of model.

• Learning from Soft Labels. Typical setup for training machine learning models for

event predictions is that events are modeled as binary variables, that is, a predicted

event is either absent or present. However, some events, especially those that are based

on various rule-based definitions of conditions or outcomes may come with a great deal

of uncertainty related to the definition of the concept itself. Take for example, the

concept of hypotension. Should a patient whose diastolic blood pressure is 60 mm Hg

or lower considered to be hypotensive, and the patient with diastolic pressure 62 mm

Hg as not hypotensive. In reality some of the concepts and their definitions are blurred

and uncertain. In these cases the learning of predictive models can be improved by

considering uncertainty of the concept (event) and its occurrence and training the model

using this information. This is the main idea of training the classification model with

soft label information which has demonstrated improved learning of classification models

especially in cases when prior of the concept occurrence is very low. Pioneered in the

work [160, 161, 162] and extended to active learning settings in [218, 219, 220, 221]. The

gist of the approach is to consider and take into account the soft labels for training the

prediction model and use ordering/ranking solution to define the models that respect

this order as much as possible.

• Knowledge-Guided Learning. One distinct characteristic of the clinical domain com-

pared to other machine learning fields (e.g., computer vision, NLP) is that human knowl-

edge and expertise of the field is condensed and available in the form of textbooks and

knowledge bases (ontologies). Clinical terminology and their relationships are available

in Unified Medical Language System (UMLS) knowledge bases such as ICD9CM (In-
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ternational Classification of Diseases) which classifies diseases and their diagnosis and

procedures, NDFRT (National Drug File - Reference Terminology) which classifies drugs

and their ingredients, structures, diseases it treats, and LOINC (Logical Observation

Identifiers Names and Codes) that contains information about lab tests and its related

concepts such as disease and chemical components, etc. The extensive clinical knowledge

and practices are written in clinical textbooks and are often available also online. One

possible direction for enhancing modeling of the clinical event time series derived from

EHRs is to utilize the human knowledge when modeling low-prior events, and when the

the sample sizes are not sufficient to reliably infer the relations among the events.
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Appendix

A.1 Statistical Significance Test

We conduct statistical significance test (paired T-Test) for the models we proposed in

each chapter. As shown in the Table 8, all proposed models in each chapter show statistically

significant improvement over corresponding baseline models.

Chapter Baseline vs. Proposed model Window size T-Test P-value P-value ≤ 0.05?

3 HS vs. HS-RC 24 1.336E-11 True
12 2.18346E-09 True
6 4.08392E-07 True

4 HS-RC vs. HS-RC-PM 24 2.2078E-09 True
12 1.63409E-07 True
6 4.45064E-12 True

5 HS-RC-PM vs. HS-RC-PM-MTM 24 6.08409E-09 True
12 0.00084682 True
6 9.68268E-09 True

6 RETAIN vs. R-MOE 24 4.18043E-11 True

7 GRU-POP vs. Meta-Switch-Event 24 3.99423E-16 True
GRU-POP vs. Meta-Switch 24 4.33602E-13 True
GRU-POP vs. CombinedAdap 24 1.35466E-09 True
GRU-POP vs. SelfAdap 24 2.67492E-10 True

Table 8: Statistical significance test (Paired T-Test) results for models proposed in

each chapter
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[22] Yoshua Bengio, Réjean Ducharme, Pascal Vincent, and Christian Jauvin. A neural

probabilistic language model. Journal of machine learning research, 3(Feb):1137–1155,

2003.

[23] Christos Berberidis, Walid G Aref, Mikhail Atallah, Ioannis Vlahavas, Ahmed K

Elmagarmid, et al. Multiple and partial periodicity mining in time series databases.

In ECAI, volume 2, pages 370–374, 2002.

[24] Carlo Berzuini, Riccardo Bellazzi, Silvana Quaglini, and D.J. Spiegelhalter. Bayesian

networks for patient monitoring. Artificial Intelligence in Medicine, 4:243–260, 05

1992.

[25] Ingi orleifur Bjarnason. Earthquake sequence 1973–1996 in bárarbunga volcano: Seis-
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